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OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

This document details the OmniVista 2500 NMS 4.8R1 (OV 2500 NMS 4.8R1)
installation/upgrade process. OV 2500 NMS 4.8R1 can be installed as a fresh installation from a
download file available on the Customer Support website; or you can upgrade directly from OV
2500 NMS 4.7R1 to 4.7R1 Patch 2 to 4.8R1 using the Virtual Appliance Menu.

Note: You can only directly upgrade via the VA Menu from an OV 4.7R1 Standalone

Installation to an OV 4.8R1 Standalone Installation, or an OV 4.7R1 HA Installation to an OV
4.8R1 HA Installation. If you are upgrading from an earlier release, you must first upgrade to
QV 4.7R1 Patch 2 before upgrading to OV 4.8R1.

The Upgrade Matrix below shows the upgrade paths that must be followed to get to OV
2500 NMS 4.8R1.

Upgrade Matrix for OV 4.8R1

From

To OV 4.7R1

OV4.5R1

Step 1:
Step 2:
Step 3:
Step 4:
Step 5:
Step 6:
Step 7:

Automatic Upgrade to 4.5R2 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.5R3 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.6R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.6R2 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 Patch 2 (Standalone/HA) From VA Menu via Custom Repository
Automatic Upgrade to 4.8R1 (Standalone/HA) From VA Menu

OV4.5R2

Step 1:
Step 2:
Step 3:
Step 4:
Step 5:
Step 6:

Automatic Upgrade to 4.5R3 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.6R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.6R2 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 Patch 2 (Standalone/HA) From VA Menu via Custom Repository
Automatic Upgrade to 4.8R1 (Standalone/HA) From VA Menu

OV4.5R3

Step 1:
Step 2:
Step 3:
Step 4:
Step 5:

Automatic Upgrade to 4.6R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.6R2 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 Patch 2 (Standalone/HA) From VA Menu via Custom Repository
Automatic Upgrade to 4.8R1 (Standalone/HA) From VA Menu

OV4.6R1

Step 1:
Step 2:
Step 3:
Step 4:

Automatic Upgrade to 4.6R2 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 Patch 2 (Standalone/HA) From VA Menu via Custom Repository
Automatic Upgrade to 4.8R1 (Standalone/HA) From VA Menu

OV 46R2

Step 1:
Step 2:
Step 3:

Automatic Upgrade to 4.7R1 (Standalone/HA) From VA Menu
Automatic Upgrade to 4.7R1 Patch 2 (Standalone/HA) From VA Menu via Custom Repository
Automatic Upgrade to 4.8R1 (Standalone/HA) From VA Menu

Note: If your OmniVista is currently running a release older than 4.5R1, the sequential
upgrade to the latest OmniVista release will take a very long time. Therefore, it is
recommended that you take a backup of your existing OmniVista installation and start with a
fresh installation of the latest OmniVista release. After the installation, you will need to
add/discover devices and redo the configurations (Profiles, Templates, SSID etc.). It should
be quicker. You will lose historical statistics (like traps, statistics etc.). If retaining historical
statistics is important, you can export statistics from the old installation.

Note: If you are upgrading from an older release, take a VM Snapshot of the current
OmniVista VA. Note that VM snapshots can cause performance issues on the running VM.
When upgrading OmniVista, it is recommended that you delete any previous snapshots,
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take a new snapshot of the current VM configuration, then perform the upgrade. After
OmniVista is successfully upgraded, it is recommended that you also delete the snapshot
taken prior to the upgrade. For long-term VM backups, consult the virtualization software
documentation for recommended procedures.

Note: As you complete each upgrade in the upgrade path, make sure all services are
running and you can access the OmniVista Web GUI before proceeding to the next
upgrade.

Note: If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade these
devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image Screen
(Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs. The AWOS
Image Files are available on the Service and Support Website.

Note: Never simply power off the VM during any maintenance operation by shutting off the
Hypervisor (e.g., hardware upgrade). Always shut down the VM first from the OmniVista
Virtual Appliance Menu (Power Off option).

For information on getting started with OmniVista 2500 NMS after installation (e.g., using the
Web GUI, discovering network devices) see the Getting Started Guide in the OmniVista 2500
NMS on-line help (accessed from Help link at the top of the main OmniVista NMS Screen).

Installing OmniVista 2500 NMS 4.8R1

OV 2500 NMS 4.8R1 is distributed as a Virtual Appliance only. There are no other standalone
installers (e.g., Windows/Linux). OV 2500 NMS 4.8R1 is installed as a Virtual Appliance, and
can be deployed on the following hypervisors:

e VMware ESXi: 6.5, 6.7 and 7.0.2, 8.0

e MS Hyper-V: 2012 R2, 2016, 2019, and 2022
e MS Hyper-V on Windows 10 Professional

e Linux KVM/Ubuntu 20.04.

The sections below detail each of the steps required to deploy OV 2500 NMS 4.8R1 as Virtual
Appliance on VMware, Hyper-V, and Linux KVM/Ubuntu 20.04.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 20GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer
than 500 devices). Refer to Required System Configurations for details.
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Required Minimum System Configurations

The table below provides required minimum Hypervisor configurations for the OmniVista VM
based on the number of devices being managed (500, 2,000, 5,000, and 10,000 devices).
These configurations should be used as a guide. Specific configurations may vary depending on
the network, the number of wired/wireless clients, the number of VLANSs, applications open, etc.
For more information, contact Customer Support.

Network Size*

Configuration Low Medium High Very High
Total Number of 500 2,000 5,000** 10,000**
Managed Devices
(AOS, Third-Party,
and Stellar APs)
Stellar AP Devices 500 2,000 4,000 4,000
Stellar AP Client 50,000 200,000 200,000 200,000
Association
Authenticated UPAM 20,000 50,000 75,000 100,000
Clients
Hypervisor Processor 2.4 GHz 2.4 GHz 2.4 GHz 2.4 GHz
8 Logical 8 Logical 12 Logical 12 Logical
Processors Processors Processors Processors
Minimum Reserved 20GB 36GB 64GB 64GB
OmniVista VA RAM for
Standalone
Minimum Reserved N/A*** 40GB 64GB 64GB

OmniVista VA RAM for
HA

Storage Provisioning****

Partition 1: 50GB
(50GB Disk 1)

Partition 2: 512GB

Partition 1: 50GB
(50GB Disk 1)

Partition 2: 1TB

Partition 1: 50GB
(50GB Disk 1)
Partition 2: 2TB

Partition 1: 50GB
(50GB Disk 1)
Partition 2: 2TB

(512GB Disk 2) (0.5TB Disk 2 + (0.5TB Disk 2 + (0.5TB Disk 2 +
0.5TB Additional | 1.5TB Additional | 1.5TB Additional
Disks) Disks) Disks)
Minimum Storage 100 MB/s 150 MB/s 200 MB/s 200 MB/s

Read/Write Speed

*OmniVista allocates memory based on the network size selected during installation.

**If there are 4,000 Stellar APs in a “High” network size, up to 500 AOS switches can be
supported. If there are 4,000 Stellar APs in a “Very High” network size, up to 1,000 AOS
switches can be supported. If there are 4,000 Stellar APs in an HA “Very High” network
size, up to 1500 AOS switches can be supported.

***An HA installation should be done on a “Medium” or higher size VA.

****Partition can be based on multiple virtual disks. To extend a partition, add new virtual
disks from the hypervisor and then use the "Extend Data Partition" option from the
OmniVista VA menu. Note that editing the size of existing virtual disks is not supported.
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For detailed instructions on extending the data partition on Standalone Installations, see
Configure Network Size (Option 4 — Extend Data Partition). For detailed instructions on

extending the data partition on High-Availability Installations, see Extend Data Partitions.

Notes:

When provisioning RAM for a new VM for OmniVista, never allocate more memory
than is available on the Host Server. For example, if you are running a Host Server

with 128GB of memory and have already allocated 96GB of memory to your existing
VMs, accounting for the Host Server’s own memory use, you are not left with enough
memory to run OmniVista without incident. VM RAM is configured from the
Hypervisor.

Allocate the recommended amount of RAM for the OmniVista VM based on your

network size as shown in the above table. In addition, it is recommended that you
reserve that RAM for the OmniVista VM to prevent performance issues.

Set CPU Shares to “High”.

Do not exceed the number of Logical Processors recommended for your network
size as shown in the above table. Hypervisor Processors are configured from the
Hypervisor.

HDD Provisioning is configured from the VA Menu. By default, OV 2500 NMS
4.8R1 is partitioned as follows: HDD1:50GB and HDD2:512GB. If you are
managing more than 500 devices, it is recommended that you go to the Virtual
Appliance Menu on the VA to increase the OmniVista disk space. For a
Standalone Installation, use the “Extend Data Partition” option under_Configure
Network Size in the Configure The Virtual Appliance Menu (Configure The Virtual
Appliance Menu — Configure Network Size — Extend Data Partition). For a High-
Availability Installation, use the “Extend Data Partition” option under Configure
Current Node in The HA Virtual Appliance Menu (The HA Virtual Appliance Menu
- Configure Current Node - Extend Partitions).

OmniVista can be configured to use SNMPv3 to communicate with devices.
When editing this configuration, you can specify which algorithms should be
used. A recommended algorithm is AES ("Advanced Encryption Standard"). To
get the best performance from your hypervisor, we recommend that you use Intel
processors with the AES-NI instruction set enabled.

AES-NI was introduced by Intel in 2010 in its Westmere family of processors and
allows your hypervisor and its VMs to manage AES-related workloads natively.
To realize the full benefits of AES-NI, you need to ensure that it is made available
to the VM running OmniVista. To do this:

Your hypervisor's CPUs must be newer CPUs (> 2010)
AES-NI must be enabled in your hypervisor's BIOS
The AES-NI feature must not be "masked" by your hypervisor.

By default, VMWare and Hyper-V are "pass-through" meaning that OmniVista's
VM will be able to use AES acceleration.

The High-Availability Feature supports up to 4,000 devices.
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Standalone and High-Availability Installations

OV 2500 NMS 4.8R1 can be installed in a Standalone or High-Availability configuration. A High-
Availability Installation consists of two VMs (Node 1 and Node 2), with one node acting as the
Active OV Server (Node 1) and the other as a Standby OV Server (Node 2). If Node 1 fails,
OmniVista will automatically failover to Node 2.

Deploying OmniVista on a Virtual Appliance

The sections below detail deploying OmniVista on a VM. For a High-Availability installation, you
must deploy two (2) VMs — one for the Active OV Server (Node 1) and one for the Standby OV
Server (Node 2).

Note: The High-Availability Feature supports up to 4,000 devices.

Deploying the Virtual Appliance on VMware ESXi

Note that in the instructions below, the screens are for demonstration purposes. Some of the
screens shown may depict an older OmniVista Release.

1. Download and unzip the OVF package. You will be using the OVF File and both VMDK Files
(disk 1 and disk 2) for the installation. The Zip file also contains an *.mf File. You will not use
it and can delete it.

2. Log into VMware ESXi.
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vmware ESXi” root@10.255.22289 v | Help~ | ((CRCEL

[“E’ Havigator [ ovwmhost-4.arch.testind.alcatel.com

Manage

() Manage with vCenter Server | 1 Create/Registervi | (I Shutdown [B Reboot | (& Refresh | & Actions

ovvmhest-4.arch.test.ind.alcatel.com CPU FREE: 17.9 GHz

“ersion: 5.5.0 (Build 4887370} | 4%
- USED: 741 MH CAPACITY: 18.7 GH;

- (51 Virtual Machines n 3 State: Mormal {connected to vCenter Server at 10.255.22. . = =

~ (5 OVE 4.6R1 Build 12 Uptime: 150.08 days il EEETEE
Monitor USED: 17.28 GB CAPACITY: 20 GB

Monitor

» (51 OmniVista 2500 NMS-E ... STORAGE FREE: 397.72 GB
1:.'
More VMs... .

USED: 471 GB CAPACITY: 402.5 GB
£ storage m
€3 Networking E

~ Hardware
Manufacturer HP
Model ProLiant DL380 G5

» l cPu 8 CPUs x Intel(R) Xeon(R) CPU ES410 @ 2.33GHz
W [emory 20 GB

3 E\u’inualﬂash 0B used, 0 B capacity

+ € Networking

Hostname owmhost-4 arch testind.alcatel.com
W

Recent tasks =

Task ~ | Target ~ Initiator ~ Queued ~ | Started ~ | Result ~ | Complete_.. ~

3. Select the Host on which you want to install OV 2500 NMS 4.8R1 and click on
Create/Register VM. The first screen of the New Virtual Machine Wizard appears.
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1 New virtual machine
b4 1 Select creation type Select creation type
2 Select OVF and VMDK files How would you like to create a Virtual Machine?

3 Select storage

4 License agreements
5 Deployment options
& Additional settings

~ This option guides you through the process of creating a

Create a new virtual machine
virtual machine from an OVF and VMDK files.

' Deploy a virtual machine from an OVF or OVA file

T Ready to complete

Register an existing virtual machine

Back Mext Finish Cancel

4. Select Deploy a virtual machine from an OVF or OVA file and click Next.

|

31 New virtual machine - OmniVista 2500 NMS 4.6R2-B12

¥ 1 Select creation type Select OVF and VMDK files

2 Select OVF and VMDK files Select the OVF and VMDK files or OVA for the VM you would like to deploy

3 Select storage
4 License agreements Enter a name for the virtual machine.
5 Deployment options
6 Additional settings
7 Ready to complete

| OmniVista 2500 NMS 4.6R2-B12

Virtual machine names can contain up to 80 characters and they must be unigue within each ESXi instance.

* @) ovnmse-4.6R2-34.0.0vf
X 7 ovnmse-4.6R2-34.0-disk001.vmdk
X 7 ovnmse-4.6R2-34.0-disk002_vmdk

[ Back || Net || Finisn

4
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5. Enter a name for the VM (e.g., OmniVista 2500 NMS 4.8R1-GA, click to locate and select the
downloaded installation files (or drag the files into the window), then click Next. Note that if you
plan on configuring a High-Availability installation, you could add Node information to the name
(e.g., OmniVista 2500 NMS 4.8R1-GA Node 1) to more easily identify the VM.

31 New virtual machine - OmniVista 2500 NMS-E4.6R1-B21

¥ 1 Select creation type Select storage
+ 2 Select OVF and VMDK files

b 3 Select storage

4 License agreements

Selectthe datastore in which to store the configuration and disk files.

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for

5 Deployment options the virtual machine configuration files and all ofthe virtual disks.
6 Additional settings ) )
7 Ready to complete Name ~  Capacity v Free ~ | Type v | Thinpro.. v | Access
datastore1 4025 GB 39779 GB VMF3S5 Supported Single ~
ov-gnap-datastore-001 716 TB 266TB MFS Supported Single v
2 items
| Back || MNet | Finish || Cancel

6. Select the destination storage where the template is to be deployed, then click Next.
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£ New virtual machine - OmniVista 2500 NMS-E4.6R1-B21
. - ~
¥ 1 Select creation type License agreements
¥ 2 Select OVF and VMDK files Read and accept the license agreements
+ 3 Select storage
4 License agreements v
- License agreement. ..
5 Deployment options
& Ready to complete S
software and/or documentation
End-User License Agreement
“EULA"
Please read the following agreement in English carefully before installing, downloading, or using this seo
Terms and Conditions
Acceptance: Read the following agreement carefully before installing, downloading, or using the ALE soft
pefinitions: As used in this Agreement, the term "Software®™ means collectively (i)} the software program(
As used in this Agreement, the term "Documentation®™ means any Software related explanatery written materi
“aAffiliated Companies™ means any entity Contrelling, Contreolled by or under commen Control, directly or i
order of Precedence: If You received more than one license terms purporting to govern the use of the Ma
Parties: This agreement is between (a) the legal entity which has a separate purchase agreement with a Pa
Tr_4+ho ~Aamana +m e hmemm e ——— + Ge AiemesdTar wdidh mm AT mmeem e 13ramman S- Smedand +ha LI F sAmeanar bl v
< >
v
| Back |[ Net || Finish Cancel
E3

7. Review the License Agreement, click | agree, then click Next.

1 New virtual machine - OmniVista 2500 NMS-E4.6R1-B21

¥ 1 Select creation type Deployment options
+ 2 Select OVF and VMDK files Select deployment options
+ 3 Select storage

+ 4 License agreements

S—— Metwork mappings Metwork Interface 1 VM Network M
6 Ready to complete Mull | VM Network v
Disk provisioning ® Thin C) Thick

Back ‘[ Next ] Finish Cancel

|
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8. In the Network mapping field, select the Destination network that the deployed VM will use.
In the Disk provisioning field, select Thin. Click Next.

1 New virtual machine - OmniVista 2500 NMS 4.6R2-B12

+ 1 Select creation type Ready to complete

¥ 2 Select OVF and VMDK files Review your settings selection before finishing the wizard
+ 3 Select storage

v 4 License agreements o
@ B L DTS Product OmniVista 2500 NMS

b4 6 Ready to complete VM Name OmniVista 2500 NMS 4.6R2-B12

Disks ovnmse-4 6R2-34. 0-disk001.vmdk ovnmse-4 6R2-34.0-disk002 vmdk
Datastore datastore1

Provisioning type Thin

MNetwork mappings Network Interface 1: WM Network Mull: VM Network

Guest 05 Name RedHat_&4

/ ' 2 Do not refresh your browser while this VM is being deployed.
Loe

| Back | Mext | Finish || Cancel |
A ——

9. Review the configuration and click Finish. You will be returned to the main screen with the
deployment progress displayed in the Recent tasks table.
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vmware ESXi’ root@10.255.222.89 v | Help v | (CIEEEuE]

["E" Navigator 0 l [ ovwmhost-4.arch.testind.alcatel.com

TemE () Manage with vCenter Server | 51 Create/Register v | (T3 Shutdown [By Reboot | (@ Refresh | 4% Actions

Monitor ovvmhost-4.arch.test.ind.alcatel.com CPU FREE: 17.2 GHz
Version: 6.5.0 (Build 4887370} | 4%
USED: 741 MH CAPACITY: 18.7 GH

- I_L‘__J Virtual Machines = State: MNormal {connected to wCenter Server at 10 25522 = =
~ [ OVE 4.6R1 Build 12 Uptime: 150.08 days MEMORY FREE: 2.74 GB

i 86%

Monitor USED: 17.28 GB CAPACITY: 20 GB

» (51 OmniVista 2500 NMS-E ... STORAGE FREE: 397.79 GB

1%
More VMS... USED: 4.71 GB CAFACITY: 402.5 GB
£ storage

€3 Networking

~ Hardware

Manufacturer HP
Model ProLiant DL380 G5

+ | cpPu 8 CPUs xIntel(R) Xeon(R) CPU ES410 @ 2.33GHz
T 1emory 20 GB

» [@g Virtual flash 0B used, 0B capacity

- €3 Metworking

Hostname owmhost-4.arch.testind.alcatel.com

Recent tasks

Task Target ~ | Initiator -~ Queued w | Started ~  Result w  Complete.

Reconfig VM [_"___| OmniVista 25.. WG Internal 08/13/2021 1... 081372021 1... o Failed - The operatio... 081372021 1...
Download VMK Config None VT Internal 068/13/2021 1... 068/13/2021 1... o Completed successfully  08/13/20211...
Import VApp Resources 08/13/2021 1... 08/13/2021 1... Running... 82...
Upload disk - ovnmse-4.6... [_"_r_| OmniVista 25.. 08/13/2021 1... 068/13/2021 1... Running... 83...

Upload disk - ovnmse-4 8. [_G_| OmniVista 25 08/13/2021 1 08/13/2021 1 Running... 40

10. When the installation is complete (indicated by all three files showing “Completed
Successfully” in the Result column of the Recent tasks table), click on Virtual Machines in the
Navigator Tree on the left side of the screen to display a list of VMs. Select the VM you just
deployed. Basic details for the VM are displayed, as shown below.
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vmware ESXi” root@10.255.222.89 v | Help v | _

5 Navigator s OmniVista 2500 NMS-E4.5R3-B67

+ [ Host

Manage

ﬁCunsule EE Monitor Power off Suspend Ej Reset Edit Refresh {:}Acﬁons
= L] .

OmniVista 2500 NM$S-E4.5R3-B67
Monitor cFU
Guest 03 CentOS 4/5 or later (84-bit)
0 MHZ ~

¥ (31 Virtual Machines Compatibility ESXi 5.5 and later (VM version 10}

Viware Tools MEMORY
g OmniVista 2500 NMS-E...
crus 08

Manitor Memory STORAGE

» 51 OVE 4.5R3 Node 2 5.16 GB
More VMs...

EH storage

';l Networking ~ General Information

3 ; Metworking Mo network information
» B8 Vidware Tools Mot installed £F Actions
+ E Storage 2 disks

=] Notes Alcatel-Lucent Enterprise Omnitista 2500 NMS 4 Editnotes

~ Performance summary last hour

Consumed host CPU
@ Consumed host mem
_ 1DD|
R |
[+] Recent tasks
Task ~ Target ~ | Initiator  ~  Queued w | Started ~ Result ~ | Complete...
Fower On VM
Import VApp Resources
Upload disk - sunmse-4.5R... 5] OmniVista 250...
Uplaad disk - ovnmse-4.5R... i1 CmniVista 250...  roo 03/22/2021 1...

Power Off VI §] OVE 4.5R3 No oo 03/22/2021 1 03/22/2021 1 oy ¥ 03/22/2021 1

11. Click on the small Console Screen or click on Console at the top of the screen and select
Open Browser Console to open a Console. Note that it may take several minutes for the
deployment to complete. You will see a screen message saying” “The Virtual Appliance is being
installed. OmniVista will restart automatically after progress is complete”. Once the deployment
is complete the screen below will appear. Go to Completing the OmniVista Installation to
complete the installation.

o5 Linux 7
3.18.8-1127

min {automatic login)

host keus...
| ird Layout: us
ould you like to configure new Keyboard Layout [yinl (nd:

Note: After deploying the OmniVista VM, configure any additional NICs you may need on
the VM before Completing the OmniVista Installation.
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Deploying the Virtual Appliance on Hyper-V

Note that in the instructions below, Hyper-V in Windows 2012 R2 is used for demonstration
purposes; and some of the screens shown may depict an older OmniVista Release.

Note: OmniVista does not support Hyper-V Live Migration. Also note that the OmniVista VM
Manager application is not supported on Hyper-V 2019 or 2022.

1. Download and unzip the OVF Hyper-V package and select the "hyperv" folder when
importing files in Step 5. You will be using the OVF File and both VMDK Files (disk 1 and

disk 2) for the installation. You will not be using the

2. Log into Windows 2012 and open the Hyper-V tool.

10.135.91.35 - Remote Desktop Connection

Server Manager

Server Manager * Dashboard

* mf File.

- (;’:‘)I FA Manage  Tools
=

WELCOME TO SERVER MANAGER

Component Services
Computer Management

Connection Manager Administration Kit

B Local Server

i' All Servers . .
. 0 Configure this local server

ii File and Storage Services >

m Hyper-V QUICK START
fo is 2 Add roles and features
3l Remote A :
L) e 3 Add other servers to manage
@ Remote Desktop Services P

WHAT'S NEW —
4 Create a server group

5 Connect this server to cloud services

LEARN MORE

Defragment and Optimize Drives
Embedded Lockdown Manager
Event Viewer

Group Policy Management
Internet Information Services (1IS) Manager
i5CSl Initiator

Local Security Palicy

Microsoft Azure Services
Network Policy Server

ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)

Performance Monitor

3. Select the Host on which you want to install OmniVista 2500 NMS, click on Actions > Import

Virtual Machine.

g Hyper-V Manager
File Action View Help

| 7[5

53 Hyper-V Manager
Ha HYPERVET Virtual Machines

MName State
= OmniVista-2500 NMS-E-4 SRIGA-B67-221 77 Runnlng

cPU Usage

4. The Import Virtual Machine Wizard appears.

13

Assigned Memory
16384 MB

Uptime
32111401

-] omnivista-2500 NWS-E4.6R2 12% 16384 MB 32.11:14:.03

Actions
HYPERVE7?

Status New

Import Virtual Machine...

“| Hyper-V Settings..

12 r5[e

% Virtual Switch Manager...
Virtual SAN Manager...
Edit Disk...

Inspect Disk...

Stop Service

Remove Server

Refresh

PX@®ERE

View

=

Help
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Before You Begin

This wizard helps you import a virtual machine from a set of configuration files. It guides you through
resolving configuration problems to prepare the virtual machine for use on this computer.

Locate Folder

Select Virtual Machine
Choose Import Type

Summary

[] Do not show this page again

< Previous | | Mext = | | Finish | | Cancel |

5. Click Next to go to the Locate Folder Screen, select the Folder that you extracted in Step 1,
then click Next.

» Locate Folder

Before You Begin Specify the folder containing the virtual machine to import.
Locate Folder

Folder: ::: Users\Administrator \Downloads {OVNMS £ 4.6R.2 Build15 hyperv

Select Virtual Machine

Choose Import Type
Choose Destination
Choose Storage Folders

Summary

|<Previnus|| MNext > || Finish || Cancel

6. Select the Virtual Machine to import, then click Next.
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Select Virtual Machine

Before You Begin Select the virtual machine to import:

Locate Folder Name - Date Created

Select Virtual Machine OmniVista-2500 NMS-E-4,6R2 4{6/2016 7:53:27 PM
Choose Import Type

Summary

| < Previous | | Next = | | Finish | | Cancel |

7. Select the Import Type: Copy the virtual machine (create a new unique ID), then click
Next.

gs Hyper-V Manager o | &

File Action View Help
W

&= nm B
New 4

33 Hyper-V Manager
IE WIN-LGUITMVSIGL

Choose Import Type

L= Import Virtual Mac...

| Hyper-V Settings..
£ Hyp 9
Before You Begin Choose the type of import to perform: wa Virtual Switch Man...

Locate Folder () Register the virtual machine in-place {use the existing unigue ID) ) Virtual SAN Manag...
Select Virtual Machine () Restore the virtual machine {use the existing unique ID) Edit Disk...
Choose Import Type

v

|®
B OX@EL

®) Copy the virtual machine (create a new unique ID)

Inspect Disk...
Summary

Stop Service

Remove Server

Refresh

View »

Help

8. Specify folders to store the Virtual Machine files (or accept the default folders), then click
Next.
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Import ¥irtual Machine -

~ Choose Folders for Virtual Machine Files

Before You Begin ‘fou can specify new or existing folders ko store the virkual machine files, Otherwise, the wizard
i imparts the files to default Hyper-Y Folders on khis computar, or ta Folders specified in the virtual
Locate Falder machine configuration.

Select Yirtual Machine

[] Stare the wirtual machine in a different location
Choose Import Type

Choose Destination

Ci\ProgramDataiMicrosoftiindows |\ Hyper-yl,
Choose Starage Folders
SuUrnMary

Ci\ProgrambDataiMicrosoftiwindows\Hyper-y

C:\ProgramDataiMicrosoftiWindows\Hyper-y'

[ ] [t

9. Choose folders to store the Virtual Hard Disks or accept the default location and click Next.

Import Yirtual Machine -

//—" Choose Folders to Store Virtual Hard Disks

Before You Begin ‘where do wou want to store the imported wirtual hard disks For this virtual machine?
Locate Folder

[Relet=lila D 11 Lseer st PuUblici DocumentsiHyper-wivi

fivirtual Hard Disks)

| | Browse, ..
Select Yirtual Machine

Choose Import Type

Choose Destination

Surnrary

T

10. Review the import configuration and click Finish. (Click Previous to return to a screen and
make changes.)

11. Configure the Network Adapter. Right-click on the VA and select Settings.
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Virtual Machines

Mame State * CPU Usage Assigned Memaory Uptime Status
§ OmniVista-2500 NMS-E-4 5R3-GA-BET-221.77 Running 1% 16384 MB 3212:35:32
=l OmniVista-2500 HMS-E-

16384 MB

Connect..,
Settings...

Turn Off...
Shut Down...
Save

Pause

Reset
Checkpeint

Move...
Export...

Rename...

Enable Replication...

Help

<| mn [

12. Select Network Adapter, then select the Virtual Switch that you created when you
configured Hyper-V.

=
|Omni\-’ista-?_500 MMS5-E-4.6R2 vl 4 b |Q
4 Hardware Kl @ Network Adapter
‘#ﬂ Add Hardware
& BIOS Spedify the configuration of the network adapter or remove the network adapter,
Boot from CD virtual switch:
[ Memory |Broadcom BCMS5709C NetXtreme II GigE (MDIS VED Client) £44 -V v
16334 M8 Mot connected
E3l R Processor VMNetwork
8 Virtual processors NewVirtualSwitch i . .
= il IDE Controller 0 Eradcc-m IZEIBC I'~Jettrem ju -:irJE HDIS 'D |:||er1] :.r - 'rJaI . itch )

) - " .
[# = Hard Drive network communications through this network adapter.
ovnmse-4.6R.2-15.0-disk00...

[= il IDE Controller 1
% DVD Drive )

Mone Bandwidth Management
= B sCSI Controller [] Enable bandwidth management
[# = Hard Drive

R - Spedfy how this network adapter utiizes network bandwidth, Both Minimum
R L Bandwidth and Maximum Bandwidth are measured in Megabits per second.
[+ [H] Metwork Adapter

Broadcom BCMS70SC NetXtrem, .. Minimum bandwidth: I:I Mbp=
[+ M Metwark Adapter . - Ijl
Broadcom BCM5709C NebXirem... Maximum bandwidth: Mbps
=] @ Network Adapter @ To leave the minimum or maximum unrestricted, spedfy 0 as the value.
Broadcom BCMS709C NetXtrem...
@ Com 1 To remove the network adapter from this virtual machine, dick Remove.
MNone
17 com2
Maone . .
' . | 0 Use a legacy network adapter instead of this network adapter to perform a
o Diskette Drive network-based installation of the guest operating system or when integration
None services are not installed in the guest operating system.
# Management /1. Some settings cannot be modified because the virtual machine was running when
1| Mame this window was opened. To modify a setting that is unavailable, shut down the
OmniVista-2500 NM5-E-4.6R2 wvirtual machine and then reopen this window,
¥ Integration Services
Some services offered -

ok || cancel || appb
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Once the Virtual Appliance is powered on, go to Completing the OmniVista Installation to
complete the installation.

Note: After deploying the OmniVista VM, configure any additional NICs you may need on
the VM before Completing the OmniVista Installation.

Deploying the Virtual Appliance on Linux KVM/Ubuntu 20.04 LTS

Note that in the instructions below, the screens are for demonstration purposes. Some of the
screens shown may depict an older OmniVista Release.

1. Download and unzip the KVM package. You will be using both qcow2 Files (disk 0001 and
disk 0002) for the installation. You will not be using the *.mf File.

2. Log into the Linux machine on which you are deploying the VA and launch the Virtual
Machine Manager, as shown below.

admin@ubuntu:~% virt-manager

admin@ubuntu:~s |

The following screen appears.

% Virtual Machine Manager@ubuntu E'@

File Edit View Help

|_i=-_|

QEMU/KVM

3. Select File - New Virtual Machine. The Create a New Virtual Machine Screen (Step 1 of 4)
appears.

18 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

s Mew VM@ ubuntu @
m Create a new virtual machine

Connection: QEMUJKVM

Choose how you would like to install the operating system
Local install media (1SO image or CDROM)
MNetwork Install (HTTP, HTTPS, or FTP)
Network Boot (PXE)
© Import existing disk image

Cancel Back Forward

4. Select Import existing disk image, and click Forward. The Create a New Virtual Machine
Screen (Step 2 of 4) appears.

s MNew VM@ ubuntu @
m Create a new virtual machine
Provide the existing storage path:
Browse...
Choose the operating system you are installing:
Q, Type to start searching...
Cancel Back Forward

5. Click Browse to locate the storage disk.
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‘s Choose Storage Velume@ubuntu

2l Details XML
Filesystermn Directory

Size: 106.75 GiB Free | 741.52 GiB In Use

Location: fvarflibjlibvirtfimages
Volumes & =

L=

Volumes v Size Format Used By

= | & Browse Local Cancel Choose Volume

+ Other Locations

owse Local to locate the disk files from the KVM package that you downloaded.
‘¥ Locate existing storage@ubuntu
[VEl =l o nmse-4.5R2-65.0-disk00 18 1]
{7 Home 4 | @ admin ove ) (]
[ Desktop Name v Size Type Modified
ovnmse-4.5R2-65.0-disk001.qcow2 747.0 MB QEMU QCOW disk image 10:24
[ Filesyst... = [ ovnmse-4.5R2-65.0-disk002.qcow2 1.6 GB QEMU QCOW disk image 10:24

Cancel Open

7. Select disk001 and click Open. The Create a New Virtual Machine Screen (Step 2 of 4)

appears.
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s MNew VM @ubuntu
m Create a new virtual machine

Provide the existing storage path:

/homejadminfovefovnmse-4.5R2-65.0-disk001.qcow2 Browse...

Choose the operating system you are installing:

Q, Type to start searching...

Cancel Back Forward

8. In the search field at the bottom of the screen, enter Cen to bring up CentOS versions, and
select CentOS 7 (centos7.0).

s New VM@ ubuntu
m Create a new virtual machine

Pr g Can't find the operating system you are looking for?
Try selecting the next most recent version displayed,
! or use the "Generic" entry.

CentOS Stream 8 (centos-streamB)
CentOS 8 (centos8)

CentOS 7 (centos7.0)

CentOS 6.10 (centos6.10)

Generic default (generic)

Include end of life operating systems

« SEEEEE——.———

Q Cen| Ql

Cancel Back Forward

The completed Create a New Virtual Machine Screen (Step 2 of 4) appears, as shown below.
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s MNew VM @ubuntu

m Create a new virtual machine

Provide the existing storage path:

/homejadminfovefovnmse-4.5R2-65.0-disk001.qcow2

Choose the operating system you are installing:

Q, centos 7

Cancel Back

=

Browse...

a

Forward

e Create a New Virtual Machine Screen (Step 3 of 4) appears.

s MNew VM @ubuntu

m Create a new virtual machine

Choose Memory and CPU settings:

Memory: = 20480 - +
Up to 257648 MIB available on the host
CPUs: | g - +

Up to 24 available

Cancel Back

=

Forward

10. Set the Memory and CPU as shown below, then click Forward.

Memory: At least 16384 MB, or more, depending on the size of the deployment.
CPUs: At least 8, or more, depending on the size of the deployment.

22
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The Create a New Virtual Machine Screen (Step 3 of 4) appears.

s Mew VM@ ubuntu

m Create a new virtual machine

Ready to begin the installation

Name: ove

05: CentO5 7
Install: Import existing 0S5 image
Memory: 20480 MiB
CPUs: 8
Storage: ...fowvnmse-4.5R2-65.0-disk001.qcow2

Customize configuration before install

» Network selection

Cancel Back

Finish

11. Enter a Name for the VA (e.g., ove), check the Customize configuration before install
checkbox, then click Finish. The following screen will appear.

¥ ove on QEMU/KVM@ ubuntu

o Begin Installation & cancel Installation

I;_l Overview

@ 05 information

¥ ceus

== Memory

ﬁ' Boot Options

Details XML

Basic Details
Name: ove

uuID: 8f35f080-bal13-4d55-bcl0-c35efch6bfen

@ Virtlo Disk 1 Status: B shuteff (Shut Down)
NIC :fl:ac:fs Title:
Tablet

!‘ Description:

D Display Spice

E—'E Sound ichg

o Console

= Channel gemu-ga Hypervisor Details
Hypervisor: KVM
Architecture: x86_64

tasy Channel spice

D Video QXL

m Controller USE 0 Emulator:  jusr/bin/gemu-system-x86_64
@ USB Redirector 1 Chipset: Q3z -
@ USB Redirector 2

Firmware: BIOS

,-_# RNG /devfurandom

Add Hardware

==

23
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12. Click on Add Hardware on the bottom left side of the screen. The following screen appears.

¥ Add New Virtual Hardware@ubuntu (==
B controller
Network Details XML
Q‘ Input S
O Graphics Create a disk image for the virtual machine
Ef sound 20.0 - + GiB
= serial 106.8 GiB available in the default location
4' Parallel o Select or create custom storage
= console
4| channel Manage...
2* USB Host Device
& PCl Host Device Device type: [B] Disk device -
O video
B watchdog Bus type: Virtlo +
[ Filesystem
2 smartcard » Advanced options
@ uUsB Redirection
o M
# RNG
&* Panic Notifier
Virtio VSOCK

Cancel Finish

13. Make sure the Storage tab is selected, then and click on the Select or create custom
storage radio button and click on Manage. The following screen appears.

¥ Choose Storage Volume@ubuntu @

87% default Details XML
Filesystem Directory

o= 10075 O Free [ 741,52 Gif In Uz
Filesystem Directory . .
et LS, Location: jhomefadminfove

Volumes = = &
Volumes v Size Format Used By

ovnmse-4.5R2-65.0-disk001.qcow2 50.00 GiB qcow2

ovnmse-4.5R2-65.0-disk002.qcow2 256.00 GiB qcow2

= - ® Browse Local Cancel Choose Volume

24 Part No. 060890-10 Rev. A



14. Locate the disk002 file, select it, then click on Choose Volume. The following screen

appears.
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s Add Mew Virtual Hardware@ubuntu

B controller
Network Details XML

Input

O Graphics
EF sound 20.0 - + | GiB

| serial 106.8 GiB available in the default location
| Parallel

Console

Create a disk image for the virtual machine

o Select or create custom storage

Channel Manage... | /homefadminjove/ovnmse-4.5R2-65.0-disk002.qcow2

USB Host Device
PCI Host Device Device type: [B] Disk device -
Video

Watchdog

Filesystem

Bus type: Virtlo +

smartcard » Advanced options

USB Redirection
TPM
RNG

T RUSIVPL0 B %wdh A

Panic Notifier

Virtio VSOCK

==

Cancel Finish

15. Click Finish to return to the VM Configuration Window.

s ove on QEMU/KVM@ubuntu

«/ Begin Installation 3 cancel installation

g Overview Details XML

@ 05 information -
e Virtual Network Interface

2} CPUs
Network source:
== Memory

,;ﬂ' Boot Options Source mode: | Bridge -

@ Virtlo Disk 1 § .
In most configurations, macvtap does not
@ Virtlo Disk 2 W work for host to guest network

communication.
(_') NIC :fl:ac:fs
!I Tablet
D Display Spice MAC address: | 52:54:00:f1:ac:f5
EF Sound ich9

= Console

Host device eno2: macvtap -

Device model:  el000e -

IP address: Unknown | |B

&= Channel gemu-ga Link state: active
¢y Channel spice
() video qxL

= Controller USB 0

]
@ USB Redirector 1
®

» Virtual port

USB Redirector 2
,;# RNG jdevjurandom

Add Hardware Remove Cancel

Apply
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16. Select the VA NIC and configure the NIC as shown below, then click Apply:

¢ Network Source: Select the appropriate Host device
e Source Mode: Bridge
o Device Model: 1000

s ove on QEMU/KVM@ubuntu @

Q«J’? Begin Installation ‘% Cancel Installztion

i

- Overview Details

[ s information .
e Basic Details
g::} CPUs
B= Memory Name: ove
ﬁﬁ' Boot Options uuID: 8f35f080-ba13-4d55-bc10-c35efchebfen
@ Virtlo Disk 1 Status: B shutoff (shut Down)
@ Wirtlo Disk 2 Title:
NIC :fl:ac:fs .
Description:
Ill Tablet
D Display Spice
EF Sound ich9
=y Console Hypervisor Details
oy Channel gemu-ga Hypervisor:  KVM
¢ Channel spice Architecture: x86_64
D video QXL Emulator: fusr/bin/gemu-system-x86_64
EF Controller USB 0 Chipset: Q35 v
USB Redirector 1 )
Firmware: BIOS v

RNG jdevjurandom

g’? USB Redirector 2
&

Add Hardware

17. Before beginning the installation (Step 18), reduce qcow?2 disk size. Select VirtlO Disk 1 on
the left side of the screen. Select Advanced options, then select Performance options and
set the Discard Mode to unmap. Repeat for the VirtlO Disk 2.

+ Advanced options

Disk bus: | Virtlo -

Serial number:

Storage format: qeowz

+ Performance options

Cache mode:  Hypervisor default -
10 mode: | Hypervisor default -
Discard mode: | unmap -
Detect zeroes: | Hypervisor default -
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18. Click on Begin Installation at the top-left corner of the window to begin the deployment.

19. Once the Virtual Appliance is powered on, the VA Console Screen will appear. Go to
Completing the OmniVista Installation to complete the installation.

Note: After deploying the OmniVista VM, configure any additional NICs you may need on
the VM before Completing the OmniVista Installation.

Completing the OmniVista Installation
Follow the steps in the following sections to complete the OV 2500 NMS 4.8R1 installation.

1. Launch the Hypervisor Console for the new VM. The Keyboard Layout prompt will appear.
Press Enter if you do not want to change the default keyboard layout, or enter y then press
Enter to change the default keyboard layout.

Iracle Linux Server 8.7
Kernel 5.15.8-3.68.5.1.elBuek.xB6 64 on an =86 64

Product Name: Alcatel-Lucent Enterprise Ommillista 2588 NMS 4.8R1 GnA
Build Mumber: 39

Patch Humber: B

Build Date: B?-31-2823

ctivate the web console with: systemctl enable --—now cockpit.socket

opmnivista login: cliadmin (automatic login)
Regenerating ssh host keys...

onf igured Keyboard Layout: us

ould you like to configure new Keyboard Layout [ylInl (n): _

The Technical Support Code Password Screen appears.

596363 B 36 B B 35 BB 4365333 BB 4365 333 B3 9633363 B 5 35
Conf igure Technical support code

'on must remember the new Code and provide it to ALE Support Team for any troubleshooting on this OV Virtuwal fAppliance.
Press [Enter] to continue

2. Press Enter, then enter and confirm a Technical Support Code Password. This is a password
that will be used by Technical Support to access the VM, if necessary. The password prompt
appears.

oS HE oS B SoE BB BB SoE oo B oo oo B oo o B oo BB oo oo o HE oo B oo B HE- o B eSS BB oo o B B o oo
e Conf igure "cliadmin" password

ou must remember the new passwords in order to manage the Virtuwal Appliance and Ommilista.
ength of new password must be >= § and <= 38 characters
nter new password:

3. Specify an administrative password, then re-enter to confirm the new password. Follow the
guidelines on the screen when creating the password.

Important Note: Be sure to store the password in a secure place. You will be prompted
for the password at the end of the installation. Lost passwords cannot be retrieved.

The OV IP address prompt appears. Note that OmniVista supports configuration of three (3)
IPs: the OmniVista IP, the Captive Portal IP and an additional OmniVista Web Management IP.
These IPs are configured on the Configure IP and Ports Screen.
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LR R L R e e R R L R L L R

Conf igure IFs and FPorts

ent conf iguratio
nput OU TPwd: 16
= input subnet mask [255.8.8 255.255.255.9

elect the NIC for assigning OU IP:
[1]1 eth8-B8:8c H:4 1
[2]1 ethl-88:8¢ H

Type your H
nput OU Web HTIF port [BB]1:
nput OU Web HTTPS port [4431:
oV IP with:

HIC: et B

0V Web HTTP :

0V Web HTTFS Fort: 443
[yinl (yd: _

4. Press Enter to configure the OmniVista IP address and mask.
5. Enter an IPv4 address (e.g., 10.255.221.97).

6. Enter the IPv4 network mask (e.g., 255.255.255.0). If you have more than one NIC
configured for the Virtual Machine, you will be prompted to select the NIC to use for the
OmniVista IP. Select the NIC and press Enter.

7. Enter the OV Web HTTP Port (e.g., 80).
8. Enter the OV Web HTTPS Port (e.g., 443).

9. Enter y and press Enter to continue. The Configure Captive Portal IP & Ports prompt
appears.

onf igure Captive Portal IP & Ports
[1] Conf igure 1 ve Portal IP & Captive Portal Ports

[2] Disable Ca

10. Enter 1 and press Enter to configure the Configure Captive Portal IP & Ports. If you are not
managing a wireless network and will not be using Captive Portal, enter 2 and press Enter.
Enter y and press Enter at the Confirmation Prompt. Go to Step 13.

If you select 1 in this step, the Captive Portal IP & Ports configuration must be completed (Steps
11 —12). If you select 2, go to Step 13.
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198.168.8.1

29:bc:9Z2:4al, so use it for Captive Portal IP too
e al IPvH [yinl (n): n
~t [BA]1: 88

port [4431:

11. Enter a Captive Portal IPv4 address and subnet mask. There are three (3) possible Captive
Portal configurations:

o The Captive Portal IP is in a different subnet than the OmniVista IP and is assigned to a
different NIC. (Recommended)

e The Captive Portal IP is in the same subnet as the OmniVista IP and it is assigned to the
same NIC.

o The Captive Portal IP is the same as the OmniVista IP (you must use different ports).

After configuring a Captive Portal IPv4 address, an IPv6 Captive Portal Address prompt
appears. Enter y and press Enter to configure an IPv6 Captive Portal address; otherwise enter
n and press Enter to continue.

12. Enter the Captive Portal HTTP and HTTPS port numbers. The Captive Portal configuration
is displayed. Enter y and press Enter at the confirmation prompt to continue. The following
prompt appears.

onf igure Additional OV Web IP
[1] Configure new Additional OV Leb IP

[£] Disable Additional OV Web IF
(=) Type your option:

13. If you want to configure an additional OV Web IP on a different NIC, enter 1 and press Enter
to configure the IP address; otherwise, enter 2 and press Enter, then enter y and press Enter at
the Confirmation Prompt to continue.

Note: An additional OV Web IP address provides you with another way of accessing the
OmniVista Ul. The OV Web IP address must be configured on a different NIC and different
subnet than the OmniVista IP and Captive Portal IP.

OmniVista will apply the configurations (this may take a minute). When configuration checks are
complete, press Enter at the Confirmation Prompt to continue.

14. The Memory Configuration Based on Network Size screen is displayed.
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ould you lik :
The num i : Low (lower than 588)
[yinl C(yl:

FPress [Enterl] to continue

Select the number of devices OV 2500 NMS 4.8R1 will manage. To select a range, enter its
corresponding number at the command prompt (e.g., enter 1 for Low). Ranges include:

o Low (fewer than 500 devices)

e Medium (500 to 2,000 devices)

e High (2,000 to 5,000 devices)

e Very High (5,000 to 10,000 devices).

Press Enter; then enter y and press Enter at the confirmation prompt. It may take a minute for
the configuration to be applied. The Default Language Prompt appears.

Select default language for OU UL
[1]1 English

[£]1 Chinese
(%) Type your option:

15. Select the default language to be displayed on the OmniVista Ul, then press Enter. Enter y
and press Enter at the at the Confirmation Prompt. The Configure the Virtual Appliance Menu
appears.

Note that you can always change the Ul language display in the OmniVista Preferences
application (Administration — Preferences — User Settings — Locale).

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 20GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer
than 500 devices). Refer to Recommended System Configurations for details.
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T D00 00 Do 00 0 o000 0o 00000 000300000000 0o 000300 0o 0o oo o
Conf igure The Virtual Appliance

[1]
(2]

[31 C

[51 C

Please input 4
d you like to co
efault gateway:

guration has been set
: [Enter] to continue

17. Enter an IPv4 default gateway IP address (e.g., 10.255.222.62).

18. Press Enter at the confirmation prompt to set the gateway. Press Enter to continue and
return to the Configure the Virtual Appliance Menu.

Conf igure The Uirtuwal Appliance
T o o oo e e

[1]

[£2]1 Display C Conf iguration

[3]1 C

[4]1 C

[5]1 C

[6]

[71

[8]1 Con

[9]1 C

resolution
other Networ

19. Type 0 and press Enter to exit the menu and complete the installation. The following
message will display:
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'lease wait for a moment to complete the deployment process.

ou may login to OU Web UI aife: ensuring ?}m‘r nll rvices are in Bunming status. Please use untc}ud
g commands to cl ervices status. If some ser 8 till starting up, OV Ul may throw errors
during login, or ow other errors when retrieving data from DU server.

‘ress [Enter] to continue

Press Enter to continue. OmniVista will display the current configuration and reboot (it takes
about a minute to display the current configuration and start the reboot). When the reboot is
complete, the OmniVista Login Screen will appear.

Oracle Linux Server 8.7
Kernel 4.18.8-477.18.1.e18 8.x86 64 on an =B6_64

Product Mame: filcatel-Lucent Enterprize Ommilista 2588 NMS 4.8R1 Gn
Build Number: 39

Patch Number: B

Build Date: B7.-31-2823

echnical Support Code: AlcatellZ3d

Activate the web console with: systemct]l emable --now cockpit.socket

ornivista login: _

20. Log into the VM.
e omnivista login — cliadmin
o password — Enter the administrative password you created in Step 3.

After successful login, the Virtual Appliance Menu appears.

w The Virtual Appliance

Reboot

Advanced Mode
Set Up 0O
Convert to
Join C

Trouhbl

If necessary, you can configure additional settings (e.g., Proxy, DNS) that may be required to
access OV 2500 NMS 4.8R1. For more information on configuring the VM, see Appendix A —
Using the Virtual Appliance Menu.

Note: OV 2500 NMS 4.8R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository. If the OmniVista 2500 NMS Server has a direct connection to the
Internet, a Proxy is not required. Otherwise, a Proxy should be configured to enable OV
2500 NMS 4.8R1 to connect to these external sites (Port 443):
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e ALE Central Repository - ovrepo.fluentnetworking.com
e AV Repository - ep1.fluentnetworking.com

e PALM - palm.al-enterprise.com

e Call Home Backend - us.fluentnetworking.com

o Device Fingerprinting Service - api.fingerbank.org

o Web Content Filtering - api.bcti.brightcloud.com.

21. After completing all required settings, verify that all services are running using the Run
Watchdog Command in the Virtual Appliance Menu. Select 3, then press Enter, then select 2
and press Enter to display the status of OmniVista Services. See Run Watchdog Command for
more details.

22. Once all services are running, enter https://<OVServerlPaddress> in a supported browser to
launch OV 2500 NMS 4.8R1.

Note: If you changed the default HTTPs port (8443) during VA configuration, you must enter
the port after the IP address (e.g., https://<OVServeriPaddress>:<HTTPsPort>).

23. The first time you launch OmniVista you will be prompted to activate the OmniVista License.
Import the license file (.dat) or enter the license key to activate the license. You can also
activate any additional licenses (e.g., Stellar APs, VM, BYOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Remember, if you want to configure a High-Availability Installation, you must deploy two (2)
VMs — one for the Active OmniVista Server (Node 1) and one for the Standby OmniVista Server
(Node 2). Make sure to deploy both VMs before converting them to a High-Availability
Installation.

Converting to a High-Availability Installation

After deploying two (2) VMs, you can convert the VMs to a High-Availability (HA) Installation. An
HA installation consists of a cluster of two VMs (Node 1 and Node 2), with one node acting as
the Active OV Server (Node 1) and the other as a Standby OV Server (Node 2). They are
referred to as “Peer Nodes” in the installation process. If Node 1 fails, OmniVista will
automatically failover to Node 2. Once you have installed both VMs, you can convert them to a
High-Availability Cluster Configuration.

Note:

e You can convert a fresh 4.8R1 Standalone Installation to a 4.8R1 HA Installation.

e You can convert a 4.8R1 Standalone Installation to a 4.8R1 HA Installation if the
4.8R1 Standalone installation was upgraded from a 4.3R2 or newer Standalone
Installation.

e You cannot convert a 4.8R1 Standalone Installation to an HA Installation if the
4.8R1 Standalone Installation was upgraded from a 4.3R1 Standalone
Installation.

There are two HA Installation configurations:
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Layer 2 Configuration - In a Layer 2 HA Configuration, both OmniVista Server VMs must
be on the same subnet. In this configuration, you configure a virtual Cluster IP address.
Both the Active and Standby Nodes are reached through the Cluster IP address.
Network devices communicate with the Active Node through the Cluster IP address. In
the event of a failover, the Standby Node becomes the Active Node and network
devices, again, communicate to it through the Cluster IP address.

Generally, when converting an existing Standalone Installation, you will configure it as a
Layer 2 Installation (using the existing OmniVista Server IP address as a virtual Cluster
IP address). This will avoid having to re-configuring devices to a new OmniVista Server
IP address after the conversion because network devices will still be communicating with
OmniVista using the same IP address. During the conversion process, there is an option
to assign a new |IP address to the existing OmniVista Server. The existing IP address is
then available in the next step to configure it as the Cluster IP address.

Important Note: Stellar APs are only supported in a Layer 2 HA Configuration. If you
are using Stellar APs, you must use a Layer 2 HA Configuration.

Layer 3 Configuration - In a Layer 3 HA Configuration the OmniVista Server VMs are on
different subnets, with a unique IP address for each server. Network devices can
communicate with both VMs (Active and Standby Nodes). Network devices
communicate with the Active Node. In the event of a failover, devices automatically
communicate with the new Active Node. You can convert an existing Standalone
Installation to a Layer 3 Installation; however, you will have to re-configure network
devices to communicate with both Nodes. Make sure network devices can communicate
with both nodes (Active and Standby).

Important Notes:

e Features or functions that require devices to contact OmniVista are not
supported in a Layer 3 Configuration (e.g., sFlow, Policy). This includes:

¢ Analytics Top N Applications and Top N Clients Reports
o AP Registration

e Groups

o PolicyView

e Syslog

¢ Unified Policy

o UPAM.

The Hypervisor’s on which you are installing OmniVista must have the latest Network
Adaptor drivers:

e Hyper-V:
e Broadcom: Version b57nd60a.sys version 16.8 and later.
e HP: Version 16.8 and later.
o VMware:
e Broadcom: Version Tg3-3.133d.v55.1-101300361 and later.

The recommended network bandwidth is 1Gbps. The recommended network latency is
1ms.
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You must have a High-Availability License to enable the High Availability Feature. After
you complete the installation, the first time you open OmniVista in a browser, you will be
prompted to activate the OmniVista License and the High-Availability License.

Take a VM Snapshot of the current Standalone VM before performing the conversion.
Note that VM snapshots can cause performance issues on the running VM. It is
recommended that you delete any previous snapshots, take a new snapshot of the
current Standalone VM configuration, then perform the conversion. After the Standalone
VM conversion is successfully completed, it is recommended that you also delete the
shapshot taken prior to the conversion. For long-term VM backups, consult the
virtualization software documentation for recommended procedures.

To configure the Cluster, you will need IP addresses for the following:

Node 1 — This is the physical IP address of the Active Node (Node 1).
Node 2 — This is the physical IP address of the Standby Node (Node 2).

OV Virtual IP Address (Layer 2 Installation Only) — This is a virtual IP address that is
used to communicate with the network (and with the Active and Standby Nodes).

Important Note: Make sure to plan the Cluster IP address, Node IP addresses and
Hostnames carefully and have them available for reference throughout the installation
process for both VMs (Node 1 and Node 2).

Captive Portal Virtual IP Address (Layer 2 Configuration Only) — This IP address is
needed if you want to use Captive Portal in HA Cluster Mode (Layer 2 Configuration).
This virtual IP address is used to communicate with the network (and with the Active and
Standby Nodes) when you use the Captive Portal. This IP address must be on the same
subnet as the Static Captive Portal IP address.

Additional OV Web Virtual IP (Layer 2 Configuration Only) — This optional additional
OV Web Virtual IP provides you with another way of accessing the OmniVista Ul. The
OV Web Virtual IP address must be on the same subnet as the static OV Web IP
address.

Layer 2 Configuration

In a Layer 2 HA Configuration both OmniVista Server VMs must be on the same subnet. In this
configuration, you configure a virtual Cluster IP address. Both the Active and Standby Nodes
are reached through the Cluster |IP address. Converting to a Layer 2 HA Configuration consists
of the following steps:

Converting Node 1 to Cluster Mode

Joining Node 2 to the Cluster
Verifying the Conversion
Logqging into the OmniVista Ul

Converting Node 1 to Cluster Mode

First, convert Node 1 to Cluster Mode. If you are converting an existing 4.8R1 Standalone
Installation, these steps are performed on the existing Standalone VM.

1. Launch a Hypervisor Console on the VM you want to configure as Node 1 and log in. The
Virtual Appliance Menu will appear.
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LERELERLEREREEEELEEEREEELEEEEREELEEEEERE LR L L ELLLEEELRELELELREERLRELRERERERERELEREERRERRERRERRERERRELERLE LR LR RN N
w The Virtual Appliance Menu W
W e b b e e el e e e e e e e e e e el e e e el e el e e e el b e B e e el e e e e e el e e e e e e e el e e e el e
w [1]1 Help
w [Z]1 Configure T

[3]1 Run UWat

[4]1 Upgrade

[9]1 Chang

[6] Logging

[V1 L uthentication

[81 Iiff
[9] Reboot

[18] Advanced M
[11]1 Set Up Op
[12]1 Convert to
[131

[14]

2. On the Virtual Appliance Screen, enter 12 (Convert to Cluster) and press Enter. The following
Warning Prompt will appear:
U will restart if you continue.

Backing up this OV installation before continue is strongly recommended.
fire you sure want to proceed converting to cluster?lyin] (n): _

3. Enter y and press Enter to continue. A second Warning Prompt will appear.

After rebooting, the background process will continue, this could take a while to complete in hoot s
reent??
r [Enter] to comlinue

4. Press Enter to continue. The VM will reboot. (The screen will go black for about 30 seconds
before displaying the reboot progress.) The process will continue for some time in the
background while the rebooting screen is displayed (the screen may appear to be “stuck” on the
reboot progress display). It can take up to 15 — 20 minutes for the process to complete. When it
completes, the VM configuration will be displayed, followed by the Login Screen.

Important Note: Do not attempt to log into the VM through SSH while the process is
running. Wait for it to complete and login to the VM through the Hypervisor Console when
the Login Screen is displayed.

Oracle Linux Server 8.7
Kernel 4.18.8-477.18.1.e18_8.xB6_64 on an xB6_64

Product Name: Alcatel-Lucent Enterprise OmniVista 25688 NMS 4.8R1 Ga
Build Number: 39

Patch Number: 8

Build Date: B7-31.2823

echnical Support Code: filcatellZ3

fictivate the web console with: systemctl enable --mow cockpit.socket

omnivista login: _

Note: You can ignore the message “Activate the web console with: systemctl enable —now
cockpit.socket” that appears on the login screen and continue with the login. This message is
normal.

5. When the process is complete, log into the VM. The following screen will appear.
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You have selected converting this node to cluster. FPlease complete this process. ..

ATTENTION: If you are converting an existing standalone configuration to a cluster configuration, yo
1 must use the existing standalone DU [P address for the Cluster IF address to awoid re-conf iguring
levices after the conversion. Change the existing OV IF address to ano » IF address and use the ex

isting OU IF address for the Cluster IF in next steps. If the existing Captive Portal IP address is
the same as the existing OV IFP address, we must also change it.

wld you like to enter IPs configuration menu to assign another IP addr to this cluster node [yl
ml (yl:

Here you are given the option of re-configuring the current Node’s IP address. What you are
doing in this step is configuring a new physical IP address for the current Node (e.qg.,
10.255.222.203); and freeing up the current IP address (10.255.222.97) to be used as the
virtual Cluster IP address (Step 9). Network devices will then communicate with the virtual
Cluster IP address.

6. Enter y and press Enter to re-configure the current Node’s IP address and ports. The current
configuration is displayed, and you are prompted for a new IP address. Enter y and press Enter
at the prompt and enter a new IP address (e.g., 10.255.222.203). (If you have multiple NICs
installed on the VM you will be prompted to select the NIC. Select the same NIC on which you
configured the original IP address.) Enter a subnet mask, and ports for the current Node, enter y
and press Enter at the Confirmation Prompt.

» Conf igure IPs and Por

s sy e o a E s

Reading current co i please wait...

( Ports [yinl (n): y
P4 [18
subnet mask

[1] ethB-8BH:Bc:2
[£] ethl-BH:Bc:29:

[4431:
ould you like to configure OU IP with:
IPv4: 18

0V Web HTTP:
[yinl (yl:

7. You are prompted to configure Captive Portal IP and Ports. If you have already configured
Captive Portal on the Node, the current Captive Portal IP configuration is displayed. If you do
not want to configure Captive Portal, enter n and press Enter. To configure Captive Portal IP
and Ports enter y and press Enter.

By default, if you previously configured Captive Portal on the Node, the existing Captive Portal
IP address and default ports are prefilled with the address and ports. Press Enter to accept the
defaults).

37 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

Prefix:

Important Note: Modifying the Captive Portal IP Address in the UAa Menu will mot update the existing
onf iguration on devices. You must modify the Global Settings in the Ul on the Global Configuration
- Settings page (Unified fAccess - Unified Profile - Template - Global Configuration - Setting) and a
ply the new setting to devices.

Jould you like to configure Captive Portal IP and Ports [yinl (n): y

Conf igure Captive Portal IP & Ports

ve Portal IP & Captive Portal Ports

168.8.11:
Hl:
Zital, so use it for Captive Portal IP too
Lal Jinl (nl:
port [B@]:
port [4431:
figure Captive Portal IP with:

Important Note: If Captive Portal was already configured on the Node you are converting, it
is recommended that you keep the existing configuration. If you do change the existing
Captive Portal configuration, you must manually re-configure all Captive Portal related
device configurations (including the Global Settings in the Unified Profile application).

8. If there is an additional OV Web IP configuration on the Node, it will be displayed. If an
additional OV Web Configuration does not exist for the Node you can enter y and press Enter
to configure it, or just press Enter to continue.
Current Additional OV Web IP Configuration:

IP:

Hetmask:

NI

ould you like to configure Additional OV Web IP [yinl (n):

OmniVista will apply the new configurations. This may take several minutes. When complete,
the following prompt will appear.

Conf iguratic has been affec
[Enter] to continue

9. Press Enter to continue. The Hostname Configuration Prompt will appear.

1is cluster node must have unique hostname among all other nodes in the same cluster.

Jo you want to assign new hostname for this node? [yinl (yl:

10. Enter y and press Enter to continue. The Configure Hostname Screen will appear.
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hostname: ouvl
[yinl Cy]
e conf iguration has been set
;s [Enterl] to continue

11. Enter a Hostname for Node 1 and press Enter. The Hostname can be up to 15 characters
but must be lower case (“ov1” not “OV1”). Enter y and press Enter at the Confirmation Prompt,
then press Enter again to continue. After several minutes, the Cluster Name prompt will appear.

(=) Please input Cluster Hame: ovclusterl
ould you like to configure:

Cluster Mame: owclusterl
[yinl (yl:

12. Enter an alphanumeric Cluster Name (e.g., ovcluster1), enter y, then press Enter. The
following prompt will appear.

ould you like to configure OV Virtual IF address [yinl (y): _

13. Enter y and press Enter. The current IP configuration of the Node is displayed, and you are
prompted to enter the Cluster Virtual IP (the previous IP address of Node 1 - e.g.,
10.255.222.97). Enter the IP address and press Enter, then enter y and press Enter at the
Confirmation Prompt.

ould you li
j(+) Please i
fplould you 1i
' IP addx
f[lyinl (y): _

If you have Captive Portal configured on the Node, the Current Captive Portal IP Configuration
is displayed, and you are prompted to enter the Captive Portal Virtual IP address.

urrent Captive Portal IP Configuration:

Jirtual IP address: 198.168.8.3

> Portal Virtual IP:

14. Enter the Virtual Captive Portal Virtual IP address at the prompt (e.g., 198.168.0.3). It must
be on the same subnet at the Current Captive Portal.

If you have a Captive Portal IP v6 configuration or an additional OV Web IP configuration, you
will be prompted to configure the virtual IP addresses for each. Otherwise, the conversion
process will start with the progress displayed at the bottom of the screen (the process can take
15 — 20 minutes).
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rent Captive Portal [Pu6 Conf iguration:
IP:
Netma
aptive Portal static IPu6 isn’t configured, so skip configuring Captive Portal Virtual IPu6?

urrent Additional OV Web IP Configuration:
IP:

.
ceee... 188
cee....37 5,

After the process completes (Initializing Steps 1 — 3 each reach 100%), the following prompt will
appear.

r iz completed. Ple Ci e and selec in cluster’ .
and re-login to use the HA rator menu. P enter to log out now.

roduct Name: Alcatel-Lucent Enterprisze OmmiVista 2588 NMS 4.8R1 Gna
Build Humber: 39

atch Number: @

Build Date: H7-31-2823

echnical Support Code: fAlcatellZ3

fictivate the web console with: systemct]l enable --mow cockpit.socket

ommivista login: _

Note: You can ignore the message “Activate the web console with: systemctl enable —now
cockpit.socket” that appears on the login screen and continue with the login. This message is
normal.

16. Log into the VM. The HA Virtual Appliance Menu will appear.

# The HA Virtual Appliand

[6] Upgr

[V] Logging

[al tup Optional Tools
[9] Advance Mode

[18] Fower Off

[11]1 Reboot

[B] Log Out

Node 1 is now in High-Availability (Cluster) Mode. Join Node 2 to the Cluster as described
below.
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Joining Node 2 to the Cluster

1. Launch a Hypervisor Console on the VM you want to configure as Node 2.

The Virtual Appliance Menu H

R R R R o R R R R R R R R e e

[1] Help
[Z]1 Conf igur
[31

[41

[51 C

[61

[7] Login Authentication Se
[8]1 Power Off

[9]1 Reboot

[18] Advanced Mode

[11]1 Set Up Opt

[12]1 Convert to Clh

[13]1 Join C1

[8] Log Out

2. On the Virtual Appliance Screen, enter 13 (Join Cluster) and press Enter. The following
Warning Prompt will appear:
fill data on this node will be lost and OV will restart if you continue.

Backing up this OU installation before continue is strongly recommended.
Aire you sure want to proceed joining cluster?lyinl (n): _

3. Enter y and press Enter to continue. The Cluster Hostname Prompt will appear.

his cluster node must have unigue hostname among all other nodes in the same cluster.
sign new h name for this wode? [yinl (yl): _

e

Conf igure Hostname

5. Enter a Hostname for Node 2 and press Enter. The Hosthame can be up to 15 characters but
must be lower case (“ov2” not “OV2”). Enter y and press Enter at the Confirmation Prompt,
then press Enter again to continue. After a couple of minutes, the Configure Peer Node’s
Information Screen appears.

igure Peer Node’s Informatiom

ould you like to to
IF of Peer Node:
[yind (yr: _

6. Enter the physical IP address of Node 1. This is the new physical IP address you assigned to
Node 1 in Step 6 of the previous section (e.g., 10.255.222.203), then enter y and press Enter to
confirm.
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7. At the “Cluster Password” prompt, enter the “cliadmin” password for Node 1. The following
prompt will appear.

Getting information from Peer...
fif ter rebooting, the background process will continue, this could take a while to complete in boot s

Fress [Enterl to continue

8. Press Enter to continue. The VM will reboot. It can take up to 5 - 10 minutes for the process
to complete. When it completes, the VM configuration will be displayed, followed by the Login
Screen.

Oracle Linux 3erver 8.7
Kernel 4.18.8-477.18.1.e18_8.x86_64 on an xB6_64

roduct Name: Alcatel-Lucent Enterprisze OmmiVista 2588 NMS 4.8R1 Gna
Build Humber: 39

atch Number: H

Build Date: B?-31-2823

echnical Support Code: AlcatellZ23

ctivate the web console with: systemctl enable --nmow cockpit.socket

ommivista login: _

Note: You can ignore the message “Activate the web console with: systemctl enable —now
cockpit.socket” that appears on the login screen and continue with the login. This message is
normal.

9. Log into the VM. The following screen will appear, showing the progress of the conversion
process on Node 2. The process can take up to 10 minutes.

‘fou have selected Joining cluster on this node. Please complete the process...
Preparing, please wait...

Connec

Continue connecting to Peer as fFinal joining step...

Joining cluster is now completed. Now the data is being synchronized between nodes.

You could trace the progress in show cluster status menu.

ouw must logout and re-login to use the HA administration menu. Press Enter to do so

10. When the process is complete, you will be prompted to press Enter to logout and login (as
shown above). Press Enter at the prompt. The Login Screen will appear.

entld3 Linux 7 (Core)
Kernel 3.18.8-1127.el17.xB6_64 on an xB6_64

Product Mame: filcatel-Lucent Enterprise Ommilista 2588 NMS 4.6R1 Gh
Build Number: 44

Patch Number: B

Build Date: 89-17-2821

echnical Support Code: 12345678
ovZ login: _

11. Log into the VM. The HA Virtual Appliance Menu Screen will appear.
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e T 1o o T oo e T o o Do o oo e e
# The HA Virtual Appli Menu

T e e e e P e e e e e e e e - D - - e D

[1] Help

[Z] Show OV C

[18] Power OFfF
[11] Reboot
[A] Log Dut

The High-Availability Conversion Process in now complete. Verify the configuration as
described below.

Verifying the Conversion
1. Verify that all services are running on Node 1:

e (o to the HA Virtual Appliance Menu of Node 1.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of
All Services) and press Enter to display the status of OmniVista Services. See
Run Watchdog Command for more details.

2. Verify that all services are running on Node 2:

o Go to the HA Virtual Appliance Menu of Node 2.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of
All Services) and press Enter to display the status of OmniVista Services. See
Run Watchdog Command for more details. Note that on Node 2, all services
should be running except upam and nginx. It is the expected behavior on the
Standby Node that these services will be “Stopped”.

3. Check the Cluster status on Node 1.
e Go to the HA Virtual Appliance Menu of Node 1.

e Enter 2 (Show OV Cluster Status) the press Enter. See Show OV Cluster Status
for more information.

Logging into the OmniVista Ul

1. Once all services are running, enter https://<ClusterlPaddress> in a supported browser to
launch OV 2500 NMS 4.8R1.

Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https://<IPaddress>:<HTTPsPort>).

2. The first time you launch OmniVista you will be prompted to activate the OmniVista License
(fresh installation) and the High-Availability License. Import the license file (.dat) or enter the
license key to activate the license(s). You can also activate any additional licenses (e.g., Stellar
APs, VM, BYOD) at this time.

Important Note: It is highly recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
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passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Layer 3 Configuration

In a Layer 3 HA Configuration the OmniVista Server VMs are on different subnets. Network
devices then communicate with both VMs (Active and Standby Nodes) simultaneously. You can
convert an existing Standalone Installation to a Layer 3 Installation; however, you will have to
re-configure network devices to communicate with both Nodes. Converting a Layer 3 HA
Configuration consists of the following steps:

e Converting Node 1 to a Cluster Configuration

e Joining Node 2 to the Cluster
e Verifying the Conversion
e Loqgging into the OmniVista Ul

Converting Node 1 to Cluster Mode

First, convert Node 1 to Cluster Mode. If you are converting an existing 4.7R1 Standalone
Installation, these steps are performed on the existing Standalone VM.

1. Launch a Hypervisor Console on the VM you want to configure as Node 1 and log in. The

Login Authentication S
Power OFF

(%) Type your option:

2. On the Virtual Appliance Screen, enter 12 (Convert to Cluster) and press Enter. The following
Warning Prompt will appear:
U will restart if you continue.

Backing up this OU installation before continue i trongly recommended .
ire you sure want to proceed converting to cluster?lyinl (n):

3. Enter y and press Enter to continue. A second Warning Prompt will appear.

fter rebooting, the background process will continue, this could take a while to complete in boot s
reenttt

'ress [Enter] to continue
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4. Press Enter to continue. The VM will reboot. It can take up to 15 — 20 minutes for the process
to complete. When it completes, the VM configuration will be displayed, followed by the Login
Screen.

Important Note: Do not attempt to log into the VM through SSH while the process is
running. Wait for it to complete and login to the VM through the Hypervisor Console when
the Login Screen is displayed.

Cent03 Linux ? (Core)
Kernel 3.18.8-1127.el7.x86_64 on an xB6_64

Product Mame: Alcatel-Lucent Enterprize OmnilUista 2588 NMS 4.6RZ GA
Build Number: 33

Patch Number: 8

Build Date: B81,/27.2822

Technical Support Code: alcatellZ3

omnivista login: _

5. Log into the VM. The following screen will appear.
ou have selected comverting this node to cluster. Please complete this process...

ATTENTION: If you are converting an existing standalone configuration to a cluster configuration, yo
t must use the existing standalone OU IP address for the Cluster IFP address to awid re-conf iguring
evices after the conversion. Change the ting OV IF address to another [P address and us

isting OV IF address for the Cluster IP i steps . If the existing Captive Portal IFP addr

the same as : st also change it.

ould you like to enter IPs configuration menu to assign another ad to this cluster node [yl
nl (y): _

cluster node must have igue hostna
ou want to ign new hostname for th

ase input hostname
ould you like to configure:
hostname: ovl
yinl (y):
we conf iguration has heen set

8. Enter a Hostname for Node 1 and press Enter. The Hostname can be up to 15 characters but
must be lower case (“ov1” not “OV1”). Enter y and press Enter at the Confirmation Prompt,
then press Enter again to continue. After several minutes, the Cluster Name Prompt will appear.

‘reparing, ple

(=) Pl
Jou ld

r Name: ovc
[yinl C(y):

urrent OU TP Conf i
IP: 18
Net 9. 5.8
re OV Virtual IP address [yinl (y): _
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10. Enter n, press Enter, then enter y and press Enter again at the Confirmation Prompt. Note
that if you are converting from an existing Standalone Installation and were using a Captive
Portal, it will be disabled in a Layer 3 Configuration. The process will start with the progress
displayed at the bottom of the screen (the process can take 10 — 15 minutes).

etmask: 55.8
DU Virtual IP isn’t configured, so skip configuring Captive Portal Virtual IP?

Current Captive Portal IPv6 Configuration:
IP:
Netmask:
aptive Portal Virtual IPv isn’t configured, so skip configuring Captive Portal Virtual IPuG?

Current Additiomal OU Web IF Conf iguration:
Ir
Netmask:
U Virtual IP isn’t configured, so skip configuring Additional OV Web Virtual IP?

After the process completes (Initializing Steps 1 — 3 each reach 100%), the Login Screen will
appear. (You may have to press Enter to display the Login Screen after the process
completes.)

entd3 Linux 7 (Core)
Kernel 3.18.8-1127.el?.x86_64 on an xB6_64

Product Mame: Alcatel-Lucent Enterprise Ommilista Z588 NMS 4.6R1 Gna
Build Number: 44
Patch Number: 8@
Build Date: B9-17,2821
echnical Support Code: 12345678
ovl login:

11. Log into the VM. The HA Virtual Appliance Menu will appear.

The HA Virtual Applian
w [1]1 Help
w [2]1 Show OU (

[31 G it

[4]1 Conf igu

[5]1 Run Wat

[6]1 Upgrad

ing
p Optional Tools
e Mode

~ Of f
[11]1 Reboot
[B] Log Out

Node 1 is now in High-Availability (Cluster) Mode. Join Node 2 to the Cluster as described
below.
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Joining Node 2 to the Cluster

1. Launch a Hypervisor Console on the VM you want to configure as Node 2.

# The Virtual Appli ; "

R e e e e e R

t Up Optional Tools
2 Cluster

: 0
[13] Join Cl
[B] Log Out

2. On the Virtual Appliance Screen, enter 13 (Join Cluster) and press Enter. The following
Warning Prompt will appear:

fill data on this node will be lost and OV will restart if you continue.
Backing up this OV installation before continue is strongly recommended.

stname among all other nodes in the
r this node? [yinl C(yl:

ould you 1i
hostna
[yinl C(yl:

5. Enter a Hostname (up to 15 characters) for Node 1 and press Enter. Enter y and press Enter
at the Confirmation Prompt, then press Enter again to continue. Note that the Hostname must
be in lower case letters (e.g., “ov2” not “OV2”). The Configure Peer Node’s Information Screen
appears.

[yinl C(yl):

6. Enter the IP address of Node 1 (e.g., 10.255.222.97), then enter y and press Enter to
confirm.
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7. At the “Cluster Password” prompt, enter the “cliadmin” password for Node 1. The following
Confirmation prompt will appear.

Af ter rebooting, the background process will continue, this could take a while to complete in boot s
reen?t?

Press [Enterl to continue

8. Press Enter to continue. The VM will reboot. (The screen will go black for about 10 seconds
before displaying the reboot progress.) The process will continue for some time in the
background while the rebooting screen is displayed (the screen may appear to be “stuck” on the
reboot progress display). It can take up to 5 — 10 minutes for the process to complete. When it
completes, the VM configuration will be displayed, followed by the Login Screen.

Oracle Linux 3erver 8.7
Kernel 4.18.8-477.18.1.e18_68.=86_64 on an xB6_64

roduct Name: Alcatel-Lucent Enterprisze OmmiVista 2588 NMS 4.8R1 Gna
Build Humber: 39

atch Number: @

Build Date: B7-31-2823

echnical Support Code: AlcatellZ3

fictivate the web console with: systemct]l enable --mow cockpit.socket

ommivista login: _

Note: You can ignore the message “Activate the web console with: systemctl enable —now
cockpit.socket” that appears on the login screen and continue with the login. This message is
normal.

9. Log into the VM. The following screen will appear, showing the progress of the conversion
process on Node 2.

‘fou have selected Joining cluster on this node. Please complete the process...

conmecting to Peer as Final joining step...
Joining cluster is now completed. Now the data is being synchronized between nodes.
You could trace the progress in show cluster status menu.

ouw must logout and re-login to use the HA administration menu. Press Enter to do so

10. When the process is complete, you will be prompted to press Enter to logout and login (as
shown above). Press Enter at the prompt. The Login Screen will appear.

Oracle Linux 3erver 8.7
Kernel 4.18.8-477.18.1.e18_8.x86_64 on an xB6_64

ommivista login: _
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Note: You can ignore the message “Activate the web console with: systemctl enable —now
cockpit.socket” that appears on the login screen and continue with the login. This message is
normal.

11. Log into the VM. The HA Virtual Appliance Menu Screen will appear.

The High-Availability Conversion Process in now complete. Verify the configuration as
described below.

Verifying the Conversion
1. Verify that all services are running on Node 1:

o Go to the HA Virtual Appliance Menu of Node 1.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of
All Services) and press Enter to display the status of OmniVista Services. See
Run Watchdog Command for more details.

2. Verify that all services are running on Node 2:

o Go to the HA Virtual Appliance Menu of Node 2.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of
All Services) and press Enter to display the status of OmniVista Services. See
Run Watchdog Command for more details. Note that on Node 2, all services
should be running except upam and nginx. It is the expected behavior on the
Standby Node that these services will be “Stopped”.

3. Check the Cluster status on Node 1.
e (o to the HA Virtual Appliance Menu of Node 1.

e Enter 2 (Show OV Cluster Status) the press Enter. See Show OV Cluster Status
for more information.

Logging into the OmniVista Ul

1. Once all services are running, enter https./<IPaddress of the Active Node> in a supported
browser to launch OV 2500 NMS 4.8R1.

Note: When you create a Layer 3 Cluster Configuration, OmniVista randomly assigns the
Active Node to one of the VMs during the “Join Cluster” process (not necessarily to the first
Node you configured for the Cluster). Use the “Show OV Cluster Status” command on the
HA Virtual Appliance Menu to confirm the Active Cluster.
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Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https.//<IPaddress>:<HTTPsPort>).

2. The first time you launch OmniVista you will be prompted to activate the OmniVista License
(fresh installation) and the High-Availability License. Import the license file (.dat) or enter the
license key to activate the license(s). You can also activate any additional licenses (e.g., Stellar
APs, VM, BYOD) at this time.

Important Note: It is highly recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.
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Upgrading from 4.7R1 to 4.7R1 Patch 2 to 4.8R1

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS 4.7R1
Standalone or High-Availability Installation to an OV 2500 NMS 4.8R1 Standalone or High-

Availability Installation.

Important Notes:

You must upgrade from OV 2500 NMS 4.7R1 to the 4.7R1 Patch 2 release before you
can upgrade to 4.8R1. Upgrading to the patch first requires you to create a custom
repository for the 4.7R1 Patch 2 image. If you are already running the 4.7R1 Patch 2
release, you can directly upgrade to 4.8R1.

During the 4.7R1 to 4.7R1 Patch 2 upgrade time for an OmniVista High-Availability
installation, there is complete downtime until the upgrade is completed on both nodes
and the Maintenance Mode is disabled.

During the 4.7R1 Patch 2 to 4.8R1 upgrade time for an OmniVista High-Availability
installation, OmniVista management functions remain available until the failover stage of
the upgrade, at which time OmniVista is not available for approximately 5 to 10 minutes.

During the upgrade time for an OmniVista Standalone installation, OmniVista is not
available for any management functions. There is no impact to the deployed network
during the OmniVista upgrade. Managed devices (Switch/AP) and existing device clients
will continue to function as before. However, new clients cannot join the network if the
Switch/AP is configured to do authentication from UPAM. The upgrade downtime may
last between one and four hours and starts when the Maintenance Mode is enabled.

When one of the nodes in an HA cluster becomes faulty, it can be decommissioned and
replaced with a new node. While the HA is running in single node mode, prepare the
new node, extend its data partition size as needed to match that of the old node, then
join the new node to the cluster.

It is recommended that you make note of your IP and NIC configurations before initiating
a Standalone or HA upgrade to the 4.7R1 Patch2 or 4.8R1. Depending on the NIC types
and hypervisor version, some special cases may require you to reconfigure these
settings during or immediately after the upgrade to 4.8R1. If necessary, the VA will
prompt you to perform the reconfiguration.

You must perform the OmniVista upgrade directly from the VM Console. If you access
OmniVista remotely using an SSH client, upgrading the installation can result in
incomplete upgrades and missing any pending actions, such as pressing the enter key
to continue the upgrade.

Upgrading from 4.7R1 Standalone to 4.7R1 Patch 2 Standalone to 4.8R1
Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.7R1 Standalone Installation to the 4.7R1 Patch 2 first, then to an OV 2500
NMS 4.8R1 Standalone Installation.

Important Notes: Before beginning the upgrade:

Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
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configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space and reserved RAM for OmniVista.
e Toincrease the RAM size:
o Log into OmniVista VA with “cliadmin” and use the “Power Off” menu option to
shut OmniVista down.
Increase memory for the VM from the hypervisor.

Power the VM back on, log into OmniVista VA and wait for services to start, then
start the upgrade.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista may take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OmniVista makes an HTTPS connection to the OmniVista 2500 NMS External
Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct connection to
the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 - Configure
The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.

You must perform the upgrade directly from the VM Console. If you access OmniVista remotely
using an SSH client (e.g., putty), the client should be configured to keep the session alive
by sending periodic “keepalive” messages. The upgrade can take anywhere from 1 to 4
hours depending on network speed, network size, and database size.

Standalone Upgrade Workflow

The basic steps for performing a Standalone upgrade are:

1. Upgrading from 4.7R1 to 4.7R1 Patch 2 — Note that before you can upgrade to 4.8R1, you
must first upgrade from 4.7R1 to 4.7R1 Patch 2. Upgrading to 4.7R1 Patch 2 requires
configuring a custom repository for the patch. Follow the steps in this section to upgrade to
4.7R1 Patch 2.

2. Upgrading from 4.7R1 Patch 2 to 4.8R1 — After you have successfully upgraded to 4.7R1
Patch 2, follow the steps in this section to upgrade to 4.8R1.
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Upgrading from 4.7R1 to 4.7R1 Patch 2
1. Open a Console on the OV 2500 NMS 4.7R1 Virtual Appliance.

Help

Configure The Virtual Appliance
Run Watchdog Command
Upgrade/Backup/Restore VA
Change Password

Logging

Login Authentication Server

Power Off

Reboot

Advanced Mode

Set Up Optional Tools
Convert to Cluster
Join Cluster
Troubleshoot

pe your optio

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA
Screen.

Help

To 4.7R1 (Upgrade to Latest patch of Current Release, 1f any)
To New Rel S

Enable Rep y (Selected - ALE Central Repo)

Configure C lepositories

Configure 3 (Selected - Disabled)
i i 3 Data

§ — — — —— —— —
E s R B O T )
S S — -

pe your option:

3. Enter 5 - Configure Custom Repositories and press Enter to bring up the Configure
Custom Repositories Screen.

* [1] Help
* [2] "SQARepo" Repository
® [3] om Repo 2" Repository

= [4] stom Repo 3" Repository
[e] Exat

Type your option:

4. Enter 3 — “Custom Repo 2” Repository and press Enter.
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Current configuration
Repository MName:
Repository Full URL:

Please input Repository name [Custom Repo 2]: PatchRepo
{*) Please input Repository URL: https://ovrepo.fluentnetworkin
Would you like to configure Repository with:
Name : PatchRepo
URL: https://ovrepo.fluentnetworkin
Lyln] (y)

e con

Press [Enter] to cunt1nue

5. When prompted to input a Repository name and URL, enter PatchRepo and
https:/lovrepo.fluentnetworking.com/ov/patch. After you enter the name and URL, enter
y and press Enter to create the custom repository. The Configure Custom Repositories
screen displays the repository you just created.

Note: OmniVista makes an HTTPS connection to the external repository for software
upgrades. If the OmniVista 2500 NMS Server has a direct connection to the Internet, a
Proxy is not required. If a Proxy has not been configured, select 2 - Configure The Virtual
Appliance on the Virtual Appliance Menu, then select 15 - Configure Proxy.

"SQARepo" Repository
"PatchRepo" Repository
"Custom Repo 3" Repository
Exit

Help

To 4.7R1 (Upgrade to Latest patch of Current Release, 1f any)
To New Release

Enable Repository (Selected - ALE Central Repo)

Configure Custom Reposi ]

Configure "Update Check Interval® (Selected - Disabled)
Backup/Restore OmniVista 2580 NMS Data

Exit

(#) Type your option: 5

7. Enter 4 — Enable Repository (Selected — ALE Central Repo) and press Enter, to bring up
the Enable Repository Screen.

Help
"ALE Central Repo" Repository
"SQARepo" Repository (Selected)

st-repo"” Repository
PatchRepo" Repository
"0ffline Repo™ Repository

FEEEEEEEEE
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8. Enter 5 - “PatchRepo” Repository to select the custom repository you created in Step 5
and press Enter. At the prompt, enter y to enable the “PatchRepo” Repository and press
Enter to return to the Upgrade VA Screen, which now shows “PatchRepo” as the selected
repository.

Help

To 4.7R1 (Upgrade to Latest patch of Current Release, if any)
To New Release

Enable Repository (Selected - PatchRepo)

Configure Custom Repositories

Configure "Update Check Interval" (Selected - Disabled)
Backup/Restore OmniVista 2500 NMS Data

Exit

O~ bWk s

(*) Type your option: [

9. Enter 2 -To 4.7R1 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Screen.

Download and Upgrade

Download Only
Upgrade from downloaded package

10. Enter 2 — Download and Upgrade and press Enter. Information on the current installation
is displayed and OmniVista checks the Repository for the latest 4.7R1 upgrade packages.

Note: You must select 2 —- Download and Upgrade. Option 4 — Upgrade from
downloaded package is not supported.
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urrent version of Virtual Appliance

Product Name: Alcatel-Lucent Enterprise OmniVista 2500 NMS 4.7R1 GA
Build Number: 20

patch Number: ©

he avallable packages for 4.7R1 operation 1s 1n progress...
grade information for 4.7R1

able

ffenterprise.alcatel-lucent.c roduct=0mn1Vista2500NetworkManagementSystem&amp ; page=overview
A Inc.

-CRNOV-4364: "In UPAM authentication, any user can elevate his
rights to the admin user®

/AD configuration: cannot apply or test
: connectivity to LDAP/AD server

-ALEISSUE-1431 - OVE-12286: The value 1is always 0 for the first
: hour 1n WLAN client summary report

: -0VC-9356: Cannot receive email from Report app with Encryption
: TLS

ovcC : SSID with Map to Tunnel case
grading OV to 4.7.1

not load widgets and shows communication

-OVE-12295: Cannot change Mongo Database Password on VA menu
-0VE-12351: U 1s .1x authentication with Windows 11
: clients (with 2 patch) wireless client due to missing TLS 1.3
: support

-0VE-12402: Cannot install VMware tool 4.7R1

upgrade 4.7R1 using ALE default repo

12. Enter y again when prompted, then press Enter to begin the download and upgrade to
4.7R1 Patch 2. The following screen appears when the upgrade is complete:

fely ignore any warnings that may have been d
Press [Enter] to continue

The virtual Appliance has to be restarted for applying new changes
Rebooting. ..
Rebooting.

13. Press Enter to continue. The Virtual Appliance is restarted.
14. Verify the update to 4.7R1 Patch 2.

o Verify that all services have started.
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e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to
The Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display
Status of All Services. See Run Watchdog Command for more details

o Verify that the Build Number is correct.

e From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view
the current Build Number. See Display Current Configuration for more details.

o Verify that you can launch the OmniVista Ul and successfully login.
o Take a VM Snapshot of the current OmniVista VA and remove previous VA snapshots.

Note that once the 4.7R1 Patch 2 is installed and you have verified the update to 4.7R1
Patch 2, you can go ahead and upgrade to 4.8R1.

Upgrade from 4.7R1 Patch 2 to 4.8R1
1. Open a Console on the OV 2500 NMS 4.7R1 Patch 2 Virtual Appliance.

Help
Configure The virtual Appliance
Run Watchdog Command
Upgrade/Backup/Restore VA
Change Password
Logging
Login Authentication Server
Power Off
9] Reboot

9] Advanced Mode
] set Up Optional Tools
2] Convert to Cluster
Join Cluster
Troubleshoot

[t I s TSN R T O S W )

P O et et e e e o et e

|

[

[

[

|

|

[

[

[

|
3]
3]
[
]

o
w

Screen.

HE[E

To 4.7R1 (U de to Latest patch of Current Release, if any)
To New Rele

Enable Repo ry (Selected - PatchRepo)

Configure Custom Repositories

Configure "Update Check Inte " (Selected - Disabled)
Backup/Restore OmniVista 2500 NMS Data

(*) Type your option: [j

3. Enter 4 — Enable Repository (Selected — PatchRepo) and press Enter, to bring up the
Enable Repository Screen.
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"SQARepo" Repository (Selected)
"test-repo" Repository
"PatchRepo" Repos

"0ffline Repo™ Reposi

*
*
*
*
*
*
*
*

ype your option:

4. Enter 2 — “ALE Central Repo” Repository and press Enter. At the prompt, entery to
enable the “ALE Central Repo” Repository and press Enter to return to the Upgrade VA
Screen, which now shows “ALE Central Repo” as the selected repository.

Note: OmniVista makes an HTTPS connection to the external repository for software
upgrades. If the OmniVista 2500 NMS Server has a direct connection to the Internet, a
Proxy is not required. If a Proxy has not been configured, select 2 - Configure The Virtual
Appliance on the Virtual Appliance Menu, then select 15 - Configure Proxy.

Help

To 4.7R1 (Upgrade to Latest patch of Current Release, 1f any)
To New Release

Enable Repository (Selected - ALE Central Repo)

Configure Custom Reposi 1

Configure "Update Check v (selected - Disabled)
Backup/Restore OmniVista 2580 Data

Exit

— e e e —
= LA L PR
[ i -y

(<]

- O W W W

ype your option: 5

5. Enter 3 — To New Release and press Enter. The Upgrade to New Release Screen will
appear.

6. Enter 1 — Upgrade to 4.8R1 and press Enter. The Upgrade System Options Screen will
appear.

[1]1 Help
[2]1 Dowml

7. Enter 2 — Download and Upgrade and press Enter. Information on the current installation
is displayed and OmniVista checks the Repository for the latest 4.8R1 upgrade packages.
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Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from
downloaded package is not supported.

Enter y when asked “do you want to continue to check upgrade for 4.7r1 release now* and
press Enter.

urrent version of Virtual Appliance

Product Name: Alcatel-Lucent Enterprise OmniVista 2500 NMS 4.7R1 GA
puild Number: 3@

Patch Number: 2

hecking available pa es for 4.8R1 operation 1s 1in progress... )
pgrade to 4.8R1 rele 1s available after upgrading la to version/patch of 4.7R1 release

Jo you want to continue to check upgrade for 4.7R1 release now [y|n] (n): y

setting upgrade information for 4.7R1... )
urrent version of Virtual Appliance 1s the latest build of 4.7R1

upgrade information for 4.2R1...
: information for 4.8R1

Getting upgrade information for 4.7R1...
Current version of Virtual Appliance 1s the latest build of 4.7R1

Getting upgrade information for 4.8R1...
Upgrade information for 4.8R1
Available Packages
: ovnmse
1 x86_64
4,881
1 34.0.617
1196
: CustomRepol_4.8R1
+ Alcatel-Lucent Enterprise OmniVista 2500 NMS-E
: http://enterprise.alcatel-lucent.con/?product=0m1Vista2500NetworkManagementSys tentanp ; page=overview
License + ALE USA Inc.
Description : Alcatel-Lucent Enterprise OmniVista 2500 NMS-E

You have chosen to upgrade to latest build of 4.8R1 release. Please refer to Release Notes and Installation Guide of the new release before continuing with this upgrade
Do you want to continue with upgrade now ?[y[n] (n): ||

8. Entery and press Enter. A warning message will then appear asking you to proceed.

You have chosen to upgrade to latest build of 4.8R1 release. Please refer to Release Notes and Installation Guide of the new release before continuing with this upgrade

Do you want to continue with upgrade now ?(yln] (n): y
This operation can result 1n data loss or corruption, We advise taking a WM snapshot and read Install quide, Release Notes of new release prior to this.

Wre you ready to proceed ? [y[n] (n): yl

9. Entery and press Enter to proceed with the upgrade. The following message will appear,
and the upgrade will begin.

it may take long time depending on n
rning message n during wupgrading. This is a normal c the RPM installer tries t

D rEmMOVE unexi

Note: The upgrade usually takes 1 - 2 hours to complete. But it may take 3 - 4 hours based
on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).
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10. When the installation is complete, the following prompt will appear: “Complete! Operation
Successful”. Press Enter to continue. The VM will reboot. The reboot process will take
several minutes. When the reboot is complete, the current configuration is displayed,
followed by the Login Prompt.

11. Log into the VM. The Virtual Appliance Menu will appear.

Configure The virtual Appliance
Run Watchdog Command
Upgrade/Backup/Restore VA
Change Password
Loggang
Login Authentication Server
Power Off
9] Reboot

8] Advanced Mode
] set Up Optional Tools
2] Convert to Cluster
3] Join Cluster
4] Troubleshoot
Log Out

1
5
3
4
5
6
7
8
g
1

P (D et ot o et e et e et

5]

@
—

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).
To add more disk space, please power off, add a new disk with at least 257G6B space to the OU UM usin
g hypervisor and then power on the DU 2588 and go to Z-Conf igure the Virtual Appliance Menu, select

9-Conf igure Network Size, then select 4-Extend Data Partitionm
Would you like to proceed with powering off the Virtual Appliance and reconf igure the UM resources n
ow? Choose “n’ to do it later [yinl (n)

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below. If you plan to extend the data partition at a later time, go to Step 10.

Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.

e On the Configure the Virtual Appliance Menu, select 9 — Configure Network Size,
then select 4 — Extend Data Partition.

Note: Do not power off or reset the VM until the operation completes.

For detailed procedures on extending the data partition at a later time, go to the Configure
Network Size Menu and select Option 4 — Extend the Data Partition.

60 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

12. Verify the update to 4.8R1.
» Verify that all services have started.

* From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

» Select option 3 — Run Watchdog Command, then select option 2 — Display Status
of All Services. See Run Watchdog Command for more details

» Verify that the Build Number is correct.

* From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

» Verify that you can launch the OmniVista Ul and successfully login.

» Take a VM Snapshot of the current OmniVista VA and remove previous VA snapshots.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS 4.8R1. Once OmniVista is launched, do a hard
refresh (Shift+F5) of your browser window to ensure the display of the latest Ul.

Important Notes for Stellar APs:

e If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

¢ If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. From the Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance.

2. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 9 - Configure Network Size.

Select 2 - Configure OV2500 Memory, then select your current memory
configuration (e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to
continue.

5. At the Watchdog Service prompt, press Enter to restart Watchdog Services.

Upgrading from 4.7R1 HA to 4.7R1 Patch 2 to 4.8R1 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.7R1 High-Availability Installation to the 4.7R1 Patch 2 first, then to an OV
2500 NMS 4.8R1 High-Availability Installation. You must upgrade both the Active and Standby
Nodes.

Important Notes: Before beginning the upgrade:
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e Take a VM Snapshot of the current OmniVista VA on both the Active and Standby
nodes. Note that VM snapshots can cause performance issues on the running VM.
When upgrading OmniVista, it is recommended that you delete any previous snapshots,
take a new snapshot of the current VM configuration, then perform the upgrade. After
OmniVista is successfully upgraded, it is recommended that you also delete the
shapshot taken prior to the upgrade. For long-term VM backups, consult the
virtualization software documentation for recommended procedures.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space and reserved RAM for OmniVista.
e Toincrease the RAM size:

o Log into OmniVista VA with “cliadmin” and use the “Power Off” menu option to
shut OmniVista down.

Increase memory for the VM from the hypervisor.

Power the VM back on, log into OmniVista VA and wait for services to start, then
start the upgrade.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

o Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

¢ Make sure you can access OmniVista through the Web interface.

Note that OmniVista makes an HTTPS connection to the OmniVista 2500 NMS External
Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct connection to
the Internet, a Proxy is not required. If a Proxy has not been configured, select 4 - Configure
Current Node on the Virtual Appliance Menu, then select 9 - Configure Proxy.

You must perform the upgrade directly from the VM Console. If you access OmniVista remotely
using an SSH client (e.g., putty), the client should be configured to keep the session alive
by sending periodic “keepalive” messages. The upgrade can take anywhere from 1 to 4
hours depending on network speed, network size, and database size.

High-Availability Upgrade Workflow

To upgrade to version 4.8R1, your system must be on 4.7R1 Patch 2. If your system is currently
at the 4.7R1 GA level, you'll need to first upgrade to Patch 2 before proceeding to 4.8R1. The
procedures for each of these stages are distinct. Consult the detailed steps outlined below for
guidance.
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The basic steps for performing a High-Availability upgrade are:
1. Upgrade the Active and Standby Nodes (OV-1 and OV-2) from 4.7R1 to 4.7R1 Patch 2.

Note: During the 4.7R1 to 4.7R1 Patch 2 upgrade time for an OmniVista High-Availability
installation, there is complete downtime until the upgrade is completed on both nodes and
the Maintenance Mode is disabled.

a. Verify the cluster status to make sure data is in sync between the two nodes.
b. Connect to the Active Node and enable Maintenance Mode.

c. Connect to the Standby Node and upgrade the node to 4.7R1 Patch 2. (As part of
the upgrade process, do not reboot the Standby Node until the Active Node is
upgraded.)

d. Connect to the Active Node and upgrade the node to 4.7R1 Patch 2.

e. When the upgrade to 4.7R1 Patch 2 is complete on the Active Node, reboot the
Active Node.

f. Reboot the Standby Node.
g. Disable Maintenance Mode and wait for all services to start on the Active Node.
h. Before upgrading the High-Availability cluster to 4.8R1, verify the following:
i. Maintenance Mode is disabled.
ii. All services are up and running on both nodes.
iii. The cluster status shows that the data is in sync between the two nodes.

iv. The OmniVista Ul is reachable and loads; check the OmniVista Dashboard
ul.

v. Take a VM Snapshot of the current OmniVista VA on both nodes.
vi. Remove any previous VM snapshots.
2. Upgrade the Active and Standby Nodes (OV-1 and OV-2) from 4.7R1 Patch 2 to 4.8R1

Note: During the 4.7R1 Patch 2 to 4.8R1 upgrade time for an OmniVista High-Availability
installation, OmniVista management functions remain available until the failover stage of the
upgrade, at which time OmniVista is not available for approximately 5 to 10 minutes.

a. Verify the cluster status to make sure data is in sync between the two nodes.
b. Connect to the Active Node and enable Maintenance Mode

c. Connect to the Standby Node and upgrade the node to 4.8R1.
d

When the Standby Node upgrade is complete, do a reboot and failover. The Standby
Node (OV-2) is now the Active Node. Connect to the OV-2 node and wait for all
services to start.

e. Connect to the previous Active Node (OV-1) and upgrade the node to 4.8R1. Restart
OV-1 after the upgrade.

f. Verify the Upgrade

Note: After this upgrade process is complete, the Active Node at the beginning of the
process is no longer the Active Node. This is a perfectly normal state of operation for
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OmniVista functions. However, if you want to return the node to Active Node status, you
can do a manual failover on that node.

Upgrade the Active and Standby Nodes (OV-1 and OV-2) from 4.7R1 to 4.7R1 Patch 2

Verify the Cluster Status

Before you begin the process to upgrade the HA cluster from 4.7R1 to 4.7R1 Patch 2, verify that
the Cluster Status is “Up to Date”. This can be performed on either node.

1. On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The data
sync status indicates whether the data between two nodes is in sync. If it is, the field will
indicate “Up to Date”. If it is in the process of syncing, a percentage will be displayed as a
percentage. The speed of a data sync depends on the amount of data and the network
speed between the two Nodes. See Show OV Cluster Status for more details.

2. Begin the HA cluster upgrade from 4.7R1 to 4.7R1 Patch 2.

Enable Maintenance Mode on the Active Node (OV-1)

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active
Node (OV-1). Open a Console on the OV 2500 NMS 4.7R1 OV-1 Node. This will enable
Maintenance Mode on both nodes (OV-1 and OV-2) in the Cluster.

Eada e T o o L g T R T T T R T T T R R R R T T o oo o ooy
= The HA Virtual § ice Menu

[0 e D e e e e e e e N e e D e e e O e e e e e e e W e e e e e D e e e e e
w [1] Help

ad Show 0OU ster Status

Run Wat
Upgrade-Backup-Restore LA
Logo ing
3 Optional Tools
ce Mode

r
ot

» o
w» [111 Rebo
= [H] Log Out

2. Enter 3 — Configure Cluster and press Enter to bring up the Configure Cluster Menu.
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I e D M M M M M M M M M M MM M MMM MMM MMM MM

» Conf igure Cluster *
[11 Help

« [21 D lay Cluster Configuration
[3]1 Configure Cluster IP
[4]1 Configure Captive Portal Virtual IP
[5]1 Config Captive Portal Virtual IP vb

»
-
[6]1 Configure Additional OV Web Virtual IP
[7]1 Remove peer node from cluster >
[8]1 Configure OV Web Ports
¢« [9] Configure Portal Web Ports »*
+ [18]1 Conf igure OV SSL Certificate »*
»* [11]1 Enable-sDisable AP SSL Authentication *
¢« [12] Conf igure FTP Password *
[13]1 Conf igure Login Authentication Server
¢« [14] Preferred Active Node *
« [15] Manual Failover
[16]1 Cluster Error Check A
[17]1 Conf igure Peer Node's Information »*
[18]1 Enable Maintenance Mode
« [A] Exit »*
DD P M M MMM M MMM MMM MMM MMM N

(%) Type your option:

3
3
3
3
"
3
3
»

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then
enter y and press Enter to enable Maintenance Mode. Press Enter again to continue and
return to the Configure Cluster Menu.

If l_]ﬂl_i. have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no

es are completely wpgraded before disabling Maintenance Mode!
s [Enterl to cowtinue

mld you like to enable Maintenance Mode [yinl (nd: y

Please do not perform any Cluster Configuration actions before disabling Maintenance Modet?t?
Fress [Enterl] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu

Connect to the Standby Node (OV-2) and Upgrade the Node to 4.7R1 Patch 2

Note: Do not reboot after completing the following steps to upgrade the Standby Node to 4.7R1
Patch 2. Instead, go to the section for upgrading the Active Node (OV-1) to 4.7R1 Patch 2 and
complete the steps in that section before rebooting both nodes.

1. Open a Console on the OV 2500 NMS 4.7R1 Standby Node, which is already in
Maintenance Mode.
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e e e e e e e e 3 e e e e e 3 e e e e e e e e e e

Help
To 4.7R1 (Upgrade to Latest patch of Current Release, 1f any)
To New Release
Enable Repository (Selected - ALE Central Repo)
Configure Custom Repositories
Lonflgure “Update IhecF Interxa]" (Selected - Disabled)
A: 88 NMS Data

3. Enter 5 — Configure Custom Repositories and press Enter to bring up the Configure
Custom Repositories Screen.

Conf igure Custom Repositories

Help
"Custom Repo 1" Repository
"Custom Repo 2" Repository
"Custom Repo 3" Repository
Exit

(=) Type your option:

4. Enter 2 — “Custom Repo 1” Repository and press Enter.

Current configuration
Repository Name:
Repository Full URL

Please input Repository name [Custom Repo 2]: PatchRepo
(*) Please input Repository URL: https://ovrepo.fluentnetworkin
Would you like to configure Repository with:

Name : PatchRepu

URL: https://ovrepo.fluentnetworkin

Press [Enfer] to continue

5. When prompted to input a Repository name and URL, enter PatchRepo and
https:/lovrepo.fluentnetworking.com/ov/patch. After you enter the name and URL, enter
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y and press Enter to create the custom repository. The Configure Custom Repositories
screen displays the repository you just created.

Note: OmniVista makes an HTTPS connection to the external repository for software
upgrades. If the OmniVista 2500 NMS Server has a direct connection to the Internet, a
Proxy is not required. If a Proxy has not been configured, select 4 - Configure Current
Node on the HA Virtual Appliance Menu, then select 9 - Configure Proxy.

Conf igure Custom Repositories

Help
"PatchRepo" Repository

"Custom Repo 2" Repository
"Custom Repo 3" Repository
Exit

(=) Type your option:

6. Enter 0 — Exit and press Enter, to return to the Upgrade VA Screen

p
To 4.7R1 (Upgrade to Latest patch of Current Release, 1f any)
To New Release
Enable Repository (Selected - ALE Central Repo)
Configure Custom Repositories
Configure "Update Check Interval® (Selected - Disabled)
Backup/Restore Omnivista 2580 NMS Data
Exit

ype your option: 5

7. Enter 4 — Enable Repository (Selected — ALE Central Repo) and press Enter, to bring up
the Enable Repository Screen.

Enable Repository

Help
"ALE Central Repo™ Repository (Selected)
"PatchRepo" Repository

"Custom Repo 2" Repository
"Custom Repo 3" Repository
"0ff1ine Repo" Repository
Exit

(»*) Type your option:

8. Enter 3 — “PatchRepo” Repository to select the custom repository you created in Step 5
and press Enter. At the prompt, enter y to enable the “PatchRepo” Repository and press
Enter to return to the Enable Repository Screen, which now shows “PatcRepo” as the
selected repository.
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Enable Repository

Help

"ALE Central Repo" Repository
"PatchRepo” Repository (Selected)
"Custom Repo Z" Repository
"Custom Repo 3" Repository
"Offline Repo" Repository

Exit

(#) Type your option: A

To 4.7R1 (Upgrade to Latest patch of Current Release, if any)
To New Release

Enable Repository (Selected - PatchRepo)

Configure Custom Repositories

Configure "Update Check Interval" (Selected - Disabled)
Backup/Restore OmniVista 2500 NMS Data

Exit

O~V LW »

(*) Type your option: [

10. Enter 2 — To 4.7R1 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Screen.

o B o e oo o oo oo oo - JoE oo oo oo oo oo oo oo oo oo oo oo oo o oo oo oo oo o B oo 3o oo JaE- oo e
Upgrade System Options

[1]1 Help
[2] Download and Upgrade

[3]1 Download Only
[4]1 Upgrade from downloaded package
[A] Exit

#) Type your option: 2

11. Enter 2 — Download and Upgrade and press Enter. Information on the current installation
is displayed and OmniVista checks the Repository for the latest 4.7R1 upgrade packages.

Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from
downloaded package is not supported.

When the upgrade process is complete for the Standby Node, do not reboot the VM when
prompted to do so. Wait until after upgrading the Active Node to reboot both VMs.

Connect to the Active Node (OV-1) and upgrade the node to 4.7R1 Patch 2
1. Open a Console on the OV 2500 NMS 4.7R1 Active Node.
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e e e e e e e e 3 e e e e e 3 e e e e e e e e e e

# [1]

« [2]1 §
« [31C
« [4] Co

[5]

¢« [B] Upgrade-Back

= [7] Logging

= [B] 5 Dptional Tools
w [9] fid ce Mode

» [18] Power OFf
» [111 Reboot

ype your opt

2. To upgrade the Active Node (OV-1) to 4.7R1 Patch 2, follow the steps used to upgrade the
Standby Node (OV-2) to 4.7R1 Patch 2.

3. When the upgrade to 4.7R1 Patch 2 is completed on both the Active Node (OV-1) and the
Standby Node (OV-2), restart both nodes.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node
Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.

-l -l - - - - -
# The HA Virtual Appliance Menu
T T [ I IUICTUrvIvETIUIVEPIVEVIVEVEVEVEVEVEVEVEVEVEVEY

#» [1]1 Help
21 €
[ [

Run Watc
Upgrade

s

2

£ 2

i t Node W
E

)

[?] Logging
[81

[91

[18] Power Off
[11]1 Reboot
[B] Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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I e D M M M M M M M M M M MM M MMM MMM MMM MM
» Conf igure Cluster *
[11 Help
« [2]1 Display Cluster Configuration *
[3]1 Configure Cluster IP
[4]1 Configure Captive Portal Virtual IP *
[5]1 Configure Captive Portal Virtual IP b »*
[6]1 Configure Additional OV Web Virtual IP
[7]1 Remove peer node from cluster >
[8]1 Configure OV Web Ports
¢« [9] Configure Portal Web Ports »*
+ [18]1 Conf igure OV SSL Certificate »*
* [11]1 Enables able AP SSL Authentication *
¢« [12] Conf igure FTP Password *
[13]1 Conf igure Login Authentication Server
* [14] Preferred Active Node *
« [15] Manual Failover
[16]1 Cluster Error Check
[17]1 Conf igure Peer Node's Information »*
[18]1 Enable Maintenance Mode
« [A] Exit »*
N M M M M M M MM M M M MM MM MMM M MMM MMM MM

(%) Type your option:

3
3
3
3
"
3
3
»

3. Enter 18 — Disable Maintenance Mode and press Enter. The following prompt will appear.

If you have enabled Maintenance Mode to upgrade both wodes in cluster, please make sure that both wno
es are completely upgraded before disabling Maintenance Mode? '
Press [Enter] to continue

ould you like to disable Maintemance Mode [yinl (n): y

ber of peer node...

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 - Exit, to return to the HA Virtual Appliance Menu.

Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

¢ Verify that all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should
be running except UPAM and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status.
The data sync status indicates whether the data between two nodes is in sync. If
it is, the field will indicate “Up to Date”. If it is in the process of syncing, a
percentage will be displayed as a percentage. The speed of a data sync depends
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on the amount of data and the network speed between the two Nodes. See Show
OV Cluster Status for more details.

You can now launch the OmniVista Ul.

Note that once the 4.7R1 Patch 2 is installed on both Active and Standby Nodes, you can
go ahead and upgrade to 4.8R1.

Upgrade the Active and Standby Nodes (OV-1 and OV-2) from 4.7R1 Patch 2 to 4.8R1

In this HA upgrade procedure, OV-1 is initially the Active Node until the OV-2 Standby Node is
upgraded first. After OV-2 is upgraded, the OV-2 Node will become the Active Node and OV-1
will become the Standby Node. This is a perfectly normal state of operation for OmniVista
functions. However, if you want to return OV-2 to Active Node status, you can do a manual
failover after both nodes are upgraded (see Step 12 in Connect to the OV-1 Node and Upgrade
the Node to 4.8R1 for more details).

Verify the Cluster Status

Before you begin the process to upgrade the HA cluster from 4.7R1 Patch 2 to 4.8R1, verify that
the Cluster Status is “Up to Date”. This can be performed on either node.

1. On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The data
sync status indicates whether the data between two nodes is in sync. If it is, the field will
indicate “Up to Date”. If it is in the process of syncing, a percentage will be displayed as a
percentage. The speed of a data sync depends on the amount of data and the network
speed between the two Nodes. See Show OV Cluster Status for more details.

2. Begin the HA cluster upgrade from 4.7R1 Patch 2 to 4.8R1.

Enable Maintenance Mode on the Active Node (OV-1)

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node
(OV-1). Open a Console on the OV 2500 NMS 4.7R1 Patch 2 OV-1 Node. This will enable
Maintenance Mode on both nodes in the Cluster.

0o 0038000 - - oo oo - oo oo 5%

N N 0 e OO I T N e e e e D D D T T D 0 e e eI D T D0 T T e e D e e e T D D e e e e
= [1]1 Help
w [2] Show OU C1

in

RBun Watc
Upgrade-Back

2. Enter 3 — Configure Cluster to bring up the Configure Cluster Menu.
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I e D M M M M M M M M M M MM M MMM MMM MMM MM

» Conf igure Cluster *
[11 Help

« [21 D lay Cluster Configuration
[3]1 Configure Cluster IP
[4]1 Configure Captive Portal Virtual IP
[5]1 Config Captive Portal Virtual IP vb

»
-
[6]1 Configure Additional OV Web Virtual IP
[7]1 Remove peer node from cluster >
[8]1 Configure OV Web Ports
¢« [9] Configure Portal Web Ports »*
+ [18]1 Conf igure OV SSL Certificate »*
»* [11]1 Enable-sDisable AP SSL Authentication *
¢« [12] Conf igure FTP Password *
[13]1 Conf igure Login Authentication Server
¢« [14] Preferred Active Node *
« [15] Manual Failover
[16]1 Cluster Error Check A
[17]1 Conf igure Peer Node's Information »*
[18]1 Enable Maintenance Mode
« [A] Exit »*
DD P M M MMM M MMM MMM MMM MMM N

(%) Type your option:

3
3
3
3
"
3
3
»

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.

If l_]ﬂl_i. have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no

es are completely wpgraded before disabling Maintenance Mode!
s [Enterl to cowtinue

mld you like to enable Maintenance Mode [yinl (nd: y

Please do not perform any Cluster Configuration actions before disabling Maintenance Modet?t?
Fress [Enterl] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.

Connect to the Standby Node (OV-2) and Upgrade the Node to 4.8R1

Note: During the Standby Node upgrade process, OmniVista Ul monitoring and UPAM
authentications are available. However, any user-configured changes and network updates
(such as Authentication Records, SNMP Traps, Device up/down status) made in the database
are lost.

1. Open a Console on the OV 2500 NMS 4.7R1 Patch 2 Standby Node (OV-2), which is
already in Maintenance Mode.
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36333 BE B3 B3 BB 3 BB 3P B 3B 3 BB 3 P B3 3 M BB 3 BB P B B BB 3 3R W3 3P M3 3 B2
The HA WVirtwal Appliance Menu

[1]1 Help

[2]1 Show OV Cluster Status
[3]1 Conf igure Cluster

[4]1 Conf igure Current Mode
[S]1 Run Watchdog Command

[6]1 UpgradesBackup~-Restore Un
[?]1 Logging

[8]1 Setup Optional Tools

[9]1 Advance Mode

[18]1 Power Off

[11]1 Reboot

[B] Log Out

(=) Type your option:

2. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

Help

To 4.7R1 (Upgrade to Latest patch of Current Release, if any)
To Hew Release

Enable Repository (Selected - ALE Central Repo)

Conf igqure Custom Repositories

Conf igure “"Update Check Interval” (Selected - Disabled)
Backup-Restore Omnillista 2588 NMS Data

Exit

(»*) Type your option: 3

Note: You must use the default ALE Central Repo in Option 4 above. If you were using a
repository with a different name, you must first change it to “ALE Central Repo”, then
continue with the next step. If your OmniVista 2500 NMS Server is not directly connected to
the Internet, a Proxy to reach the external repository is required. To configure a Proxy,
select 4 - Configure Current Node on the HA Virtual Appliance Menu, then select 9 -
Configure Proxy.

3. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Upgrade to New

[1] Upgrade to 4.8R1
[B] Exat

4. Enter 1 - Upgrade to 4.8R1 and press Enter.
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Upgrade System Options

[1]1 Help
[2] Download and Upgrade

[3]1 Download Only
[4]1 Upgrade from downloaded package
[B]1 Exit

#) Type your option: Z

5. Enter 2 — Download and Upgrade and press Enter. Information on the current installation
is displayed and OmniVista checks the Repository for the latest 4.8R1 upgrade packages.

Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from
downloaded package is not supported.

first for the new upgrade flow.

Current version of virtual Appliance

Product Name: Alcatel-Lucent Enterprise OmniVista 2500 NMS 4.7R1 GA
Build Number: 30

Patch Number: 2

Checking available packages for 4.8R1 operation is in progress...
Upgrade to 4.8R1 release 1s avallable after upgrading latest to version/patch of 4.7R1 release
Do you want to continue to check upgrade for 4.7R1 release now [y|n] (n): y

6. Click y when asked to check upgrade for 4.7R1 release now.

the latest build of 4.7R1

7. Click y and press Enter after “Do you want to continue with the upgrade now?” and “Are you
ready to proceed?”

Note: The upgrade usually takes 1 - 2 hours to complete. But it may take 3 - 4 hours based on
network speed, OmniVista network size, and OmniVista data size.

Note: You can ignore the following messages that may appear during the upgrade process:

o “Upgrading Oracle Linux from 7.9 to 8.7” progress messages. 4.8R1 includes an update
to Oracle Linux 8.7, which occurs during the upgrade process.

e “Warning: Unmaintained hardware is detected” error messages.
e “no such file or directory” error messages.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the Proxy
and/or DNS Settings and try again. Proxy and DNS configuration is available in the Configure
Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure Current Node
to access the menu).
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8. When the installation is complete, the following prompt will appear.

[2823-88-01-16-48-39]1 [PRE-UNINSTALL] Begin...
[ZB23-88-A1-16-48-411 [FPRE-UNINSTALL] Done

Cleanup : ounmse-4.7R1-30.8.e17.x86_64

[ZBZ3-88-81-16-48-491 [POST-UNINSTALL] Begin...
Perform a removal for upgrading
[20Z23-86-81-16-48-491 [POST-UNINSTALLI Done

Uerifying : ounmse-4.8R1-48.8.e17.xB6_64
Uerifying @ ounmse-4.7R1-38.8.el?.xB86_64

pdated:
ovnmse . xB6_64 B:4.8R1-48.8.e17

ompletet
Dperation is successful
'ou can safely ignore any warnings that may have been displayed above
Press [Enter] to continue
e Virtual Appliance has to be restarted for applying new changes
ARNING :
Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
[Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
fAf ter both nodes are rebooted, you must turn off the Maintenance Mode.

Press [r] to reboot the system.

Please ignore the “WARNING” message about not rebooting this node unless the other

node is also upgraded. It is necessary to reboot this node (OV-2) now to proceed with the
upgrade. Press r to reboot the system. The reboot process will take several minutes. When
the reboot is complete, the Login Screen will appear.

Oracle Linux Server 8.7
Kernel 4.18.8-425.3.1.e18.x86_64 on an xB86_64

Product Mame: filcatel-Lucent Enterprize OmniVista 2588 NMS 4.8R1 En
Build Number: 34

Patch Number: @

Build Date: B?-12-2823

fictivate the web console with: systemctl enable --mow cockpit.socket
ov1dBnodeZ login: cliadmin

Last login: Mon Jul 18 11:59:57 on ttyl
onf iguring cluster after upgrade...
Initializing (step 1-3)

Finalizing conf iguration (step 2-3)

[Starting services (step 3-3)

Press Enter to failover...
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Note: You can ignore the message “Activate the web console with: systemctl enable —now
cockpit.socket” that appears on the login screen and continue with the login. This message is
normal.

10. Login through the VA console. When prompted, press Enter to perform the failover. Note
that OmniVista functions, including Ul monitoring and UPAM authentications, will not be
available during the failover time (approximately 5-10 minutes).

11. Press Enter to logout, then login again to access the HA Virtual Appliance Menu.

733533 3PP PP P3P 33 3P 33 3PP 3 3PP P A HEE
The HA Wirtual Appliance Menu

[11 Help

[2]1 Show OV Cluster 3tatus
[3]1 Conf igure Cluster

[4]1 Conf igure Current Mode
[5]1 Run Watchdog Command

[6]1 UpgradesBackup-Restore U
[?]1 Logging

[8]1 Setup Optional Tool=s

[9]1 Advance Mode

[18]1 Power Off

[11]1 Reboot
[B] Log Out

(=) Tupe your option:

3 Status
Current o ode? >
Peer ovl4fnodel 172.2 offline (Last seen: Jul-14-2023 06:13:28 GMT -07:00)
lData sync: Paused

The HA virtual Appliance Menu

13. Verify that Standby Node (OV-2) is now the Active Node and OV-1 is now the Standby
Node.
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The HA WVirtwal Appliance Menu

[1]1 Help

[2]1 Show OV Cluster Status
[3]1 Conf igure Cluster

[4]1 Conf igure Current Mode
[S]1 Run Watchdog Command

[6]1 UpgradesBackup~-Restore Un
[?]1 Logging

[8]1 Setup Optional Tools

[9]1 Advance Mode

[18]1 Power Off

[11]1 Reboot

[B] Log Out

(=) Type your option:

14. Click on 5 — Run Watchdog Command on the HA Virtual Appliance Menu and press Enter.

Run Watchdog Command

[1]1 Help

[2] Display Status Of All Services
[3]1 Start All Serwices

[4] Stop All Services

[5]1 Restart All Services
[6]1 Start a Service

[?7]1 Stop a Service

[8]1 Start Watchdog

[9]1 Shutdown Watchdog

[18]1 Choose Service Profile
[B8]1 Exit

(=) Type your option: 2
puld you like to run continuwous status checking [yinl (n):

15. Click on 2 — Display Status Of All Services and press Enter to verify all services are
running on the Active Node (formerly the Standby Node).
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(*) Type your option: _ _
Would you like to run continuous status checking [y[n] (n): n

Display Name Status

ovactivemg OmniVista ActiveMQ Running
ovredis OmnivVista Redis Running
ovldap OmniVista OpenlLDAP Server Running
ovmongodb omnivi MongoDB Running
ovpostgresqgl OmniVista Postgresgl Running
ovjetty omnivi Jetty Running
ovlog omnivi Log Server Running
ovdal OmnivVista DAL Service Running
ovtomcat omnivi Apache Tomcat Running
ovnginx omniVista Nginx Running
ovscheduler OmnivVista Scheduler Service Running
omnivi File Transfer Service Running

omniVista BYOD Service Running

omnivista 1 Poller Service Running

ovag omnivVista ardian Service Running
...a Application V Running

ovwireless omn1vista ervice Running
ovmdns omnivi INS Running
ovresourcemanager OmniVista Resource Manager Service Running
ovworkerpoller OmnivVista Worker Poller Service Running
ovclient OmniVista Core Service Running
ovanalytics omnivi Analytics Service Running
lowcollector omnivi Sflow Collector Service  Running
OmniVista VXLAN Service Running

OmnivVista VLAN Service Running

Omnivista ToT Service Running

omnivi VM Manager Service Running

omnivi SIP Service Running

Omnivista WMA Service Running

Omnivista UPAM Service Running

ovradius OmniVista Radius Running
ovinfluxdb omn1vi InfluxDB Running
ovgrafana omnivi Grafana Running
ovtelegraf OmnivVista Telegraf Running
ovstatistics omnivi Statistics Service Running
ovbrightcloud omnivi Bright Cloud Service Running
OvVZICS ...Vista Zighee Controlling Service Running
ovucc OmnivVista UCC Service Running

Note that when all services are up and running on the OV-2 Node, you can proceed with
upgrading the OV-1 Node.

Connect to the OV-1 Node and Upgrade the Node to 4.8R1

Note: During the Active Node upgrade process, OmniVista Ul monitoring and UPAM
authentications are available. User-configured changes and network updates (such as
Authentication Records, SNMP Traps, Device up/down status) made in the database are
retained.

1. After the upgrade and failover process has completed on OV-2, open a Console on the OV
2500 NMS 4.7R1 Patch 2 OV-1 Node (now the Standby Node), which is already in
Maintenance Mode.
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36333 BE B3 B3 BB 3 BB 3P B 3B 3 BB 3 P B3 3 M BB 3 BB P B B BB 3 3R W3 3P M3 3 B2
The HA WVirtwal Appliance Menu

[1]1 Help

[2]1 Show OV Cluster Status
[3]1 Conf igure Cluster

[4]1 Conf igure Current Mode
[S]1 Run Watchdog Command

[6]1 UpgradesBackup~-Restore Un
[?]1 Logging

[8]1 Setup Optional Tools

[9]1 Advance Mode

[18]1 Power Off

[11]1 Reboot

[B] Log Out

(=) Type your option:

2. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

Help

To 4.7R1 (Upgrade to Latest patch of Current Release, if any)
To Hew Release

Enable Repository (Selected - ALE Central Repo)

Conf igqure Custom Repositories

Conf igure “"Update Check Interval” (Selected - Disabled)
Backup-Restore Omnillista 2588 NMS Data

Exit

(»*) Type your option: 3

Note: You must use the default ALE Central Repo in Option 4 above. If you were using a
repository with a different name, you must first change it to “ALE Central Repo”, then
continue with the next step. If your OmniVista 2500 NMS Server is not directly connected to
the Internet, a Proxy to reach the external repository is required. To configure a Proxy,
select 4 - Configure Current Node on the HA Virtual Appliance Menu, then select 9 -
Configure Proxy.

3. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Upgrade to New

[1] Upgrade to 4.8R1
[B] Exat

4. Enter 1 - Upgrade to 4.8R1 and press Enter.
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Upgrade System Options

[1]1 Help
[2] Download and Upgrade

[3]1 Download Only
[4]1 Upgrade from downloaded package
[B]1 Exit

#) Type your option: Z

5. Enter 2 — Download and Upgrade and press Enter. Information on the current installation
is displayed and OmniVista checks the Repository for the latest 4.8R1 upgrade packages.

Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from
downloaded package is not supported.

first for the new upgrade flow.

Current version of virtual Appliance

Product Name: Alcatel-Lucent Enterprise OmniVista 2500 NMS 4.7R1 GA
Build Number: 30

Patch Number: 2

Checking available packages for 4.8R1 operation is in progress...
Upgrade to 4.8R1 release 1s avallable after upgrading latest to version/patch of 4.7R1 release
Do you want to continue to check upgrade for 4.7R1 release now [y|n] (n): y

6. Click y when asked to check upgrade for 4.7R1 release now.

7. Click y and press Enter after “Do you want to continue with the upgrade now?” and “Are you
ready to proceed?”.

Note: The upgrade usually takes 1 - 2 hours to complete. But it may take 3 - 4 hours based
on network speed, OmniVista network size, and OmniVista data size.

Note: You can ignore the following messages that may appear during the upgrade process:

o “Upgrading Oracle Linux from 7.9 to 8.7” progress messages. 4.8R1 includes an
update to Oracle Linux 8.7, which occurs during the upgrade process.

¢ “Warning: Unmaintained hardware is detected” error messages.
¢ “no such file or directory” error messages.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).
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8. When the installation is complete, the following prompt will appear.

[2823-88-01-16-48-39]1 [PRE-UNINSTALL] Begin...
[ZB23-88-A1-16-48-411 [FPRE-UNINSTALL] Done

Cleanup : ounmse-4.7R1-30.8.e17.x86_64

[ZBZ3-88-81-16-48-491 [POST-UNINSTALL] Begin...
Perform a removal for upgrading
[20Z23-86-81-16-48-491 [POST-UNINSTALLI Done

Uerifying : ounmse-4.8R1-48.8.e17.xB6_64
Uerifying @ ounmse-4.7R1-38.8.el?.xB86_64

pdated:
ovnmse . xB6_64 B:4.8R1-48.8.el?

ompletet
Dperation is successful

'ou can safely ignore any warnings that may have been displayed above
Press [Enter] to continue

he Virtual Appliance has to be restarted for applying new changes

ARNING :
Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
[Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
fAf ter both nodes are rebooted, you must turn off the Maintenance Mode.

Press [r] to reboot the system.

9. Please ignore the yellow “WARNING” message about not rebooting this node unless the
other node is also upgraded. It is necessary to reboot this node (OV-1) now to proceed with
the upgrade. Press r to reboot the system. The reboot process will take several minutes.
When the reboot is complete, the Login Screen will appear.

racle Linux Server 8.7
[Kernel 4.18.8-425.3.1.e18.xB6_64 on an xB6_64
roduct Name: Alcatel-Lucent Enterprise OmmiVista 2588 NMS 4.8R1 EaA
Build Number: 34
1 Number: 8
Build Date: 87-,12/2823
echnical Suppor ode: alcatel
Activate the web console with: systemctl enable --now cockpit.socket

ovi4BnodeZ login: cliadmin

Note: You can ignore the message “Activate the web console with: systemctl enable —now
cockpit.socket” that appears on the login screen and continue with the login. This message is
normal.

10. Log into the VM. The HA Virtual Appliance Menu is displayed.
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36333 BE B3 B3 BB 3 BB 3P B 3B 3 BB 3 P B3 3 M BB 3 BB P B B BB 3 3R W3 3P M3 3 B2
The HA WVirtwal Appliance Menu

[1]1 Help

[2]1 Show OV Cluster Status
[3]1 Conf igure Cluster

[4]1 Conf igure Current Mode
[S]1 Run Watchdog Command

[6]1 UpgradesBackup~-Restore Un
[?]1 Logging

[8]1 Setup Optional Tools

[9]1 Advance Mode

[18]1 Power Off

[11]1 Reboot

[B] Log Out

(=) Type your option:

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended configuration
for the network size configured, a prompt such as the one below, will appear after you log into
the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).

To add more disk space, please power off, add a new disk with at least 257GB space to the OU UM usin
g hypervisor and then power on the OV 2588 and go to 4-Conf igure current Node, select 17-Extend part
itions, then select Z-Omnivista Data Partition

(Please perform this action on all nodes with exact same size)
Would you like to proceed with powering off the Uirtuwal Appliance and reconf igure the UM resources n
ow? Choose 'n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are prepared
to install a new hard disk, you can extend the hard disk now by following the steps below.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

Power on the VM.
Extend the data partition on the second hard disk.

e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Partitions. Select “OmniVista Data Partition” for the Logical
Volume Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.

The HA Virtual Appliance Menu is displayed.
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[1]
[2] 3
[3]
[4]1 C
[5]
[6]

[7]

(81

[9]1 A

[181

[11]1 Reboot
[A] Log Dut

11. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration
to view the current Build Number. See Display Current Node Configuration for more details.

12. When the upgrade of both OV-1 and OV-2 nodes to 4.8R1 is complete, the role of each
node is reversed. The OV-1 node that was the Active Node at the beginning of the upgrade
process, is now the Standby Node and OV-2 is now the Active Node. This is a perfectly
normal state of operation for OmniVista functions. However, if you want to return OV-2 to
Active Node status, select 4 — Configure Current Node on the HA Virtual Appliance Menu
and press Enter to bring up the Configure Cluster menu.

T M M M M M M MM MM M M MM M MMM MMM

» Conf igure Cluster *

[11 Help
« [2]1 Display Cluster Configuration *
[3]1 Configure Cluster IP
[4]1 Configure Captive Portal Virtual IP *
[5]1 Configure Captive Portal Virtual IP b »*
[6]1 Configure Additional OV Web Virtual IP
[7]1 Remove peer node from cluster >
[8]1 Configure OV Web Ports
¢« [9] Configure Portal Web Ports *
+ [18]1 Conf igure OV SSL Certificate »*
* [11]1 EnablersDisable AP SSL Authentication *
[12]1 Conf igure FTP Password *
[13]1 Conf igure Login Authentication Server
* [14] Preferred Active Node *
- [15]1 Manual Failover *
[16]1 Cluster Error Check A
[17]1 Configure Peer Node's Information »*
[18]1 Enable Maintenance Mode
« [A] Exit »*
I M M M M M M M M M M MMM MMM MM MMM MMM MMM MM

(%) Type your option:

3
3
3
3
3
3

13. Select 15 — Manual Failover and press Enter to manually initiate a failover to the current
Standby Node (OV-1). The Standby Node will become the Active Node. Note that OmniVista
functions, including Ul monitoring and UPAM authentications, will not be available during the
failover time (approximately 5-10 minutes). After the failover is complete, the services on
OV-1 will be running. The previously Active Node (OV-2) will now be the Standby Node.
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Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should
be running except UPAM and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status.
The data sync status indicates whether the data between two nodes is in sync. If
it is, the field will indicate “Up to Date”. If it is in the process of syncing, a
percentage will be displayed as a percentage. The speed of a data sync depends
on the amount of data and the network speed between the two Nodes. See Show
QV Cluster Status for more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul

Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS 4.8R1.
This is the Virtual IP address that you configured for the cluster. Once OmniVista is launched,
do a hard refresh (Shift+F5) of your browser window to ensure the display of the latest UI.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

¢ If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

2. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

3. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

4. Atthe Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Upgrading from 4.6R2 to 4.7R1

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS 4.6R2
Standalone or High-Availability Installation to an OV 2500 NMS 4.7R1 Standalone or High-
Availability Installation.

Note: During the upgrade time, OmniVista (standalone or HA) is not available for any
management functions. So, none of the OmniVista functionality is available during upgrade.
There is no impact to the deployed network during the OmniVista upgrade. Managed
devices (Switch/AP) and existing device clients will continue to function as before. However,
new clients cannot join the network if the Switch/AP is configured to do authentication from
UPAM. The upgrade downtime may last between one and four hours and starts when the
Maintenance Mode is enabled.

Note: When one of the nodes in an HA cluster becomes faulty, it can be decommissioned
and replaced with a new node. While the HA is running in single node mode, prepare the

new node, extend its data partition size as needed to match that of the old node, and then
join it to the cluster.

Upgrading from 4.6R2 Standalone to 4.7R1 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from

an OV 2500 NMS 4.6R2 Standalone Installation to an OV 2500 NMS 4.7R1 Standalone
Installation.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

¢ Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space and reserved RAM for OmniVista.

o The reserved RAM requirement for standalone installations in a Medium network was
increased to 36GB for OmniVista 4.6R2. To increase the RAM size:

o Log into OmniVista VA with “cliadmin” and use the “Power Off” menu option to
shut OmniVista down.

Increase memory for the VM from the hypervisor.

Power the VM back on, log into OmniVista VA and wait for services to start, then
start the upgrade.
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e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista may take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS 4.7R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.
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1. Open a Console on the OV 2500 NMS 4.6R1 Virtual Appliance.

* The Virtual Appliance Menu

= [1] Help

= [2] Configure The Virtual Appliance
* [3]1 Bun Watchdog Command

» [4] Upgrade/Backup/Restore UA

* [5] Change Password

* [6] Logging

* [?] Login futhentication Server

= [8]1 Power Off

# [9] Reboot

= [18] Advanced Mode

= [11]1 Set Up Optional Tools
* [12]1 Convert to Cluster

= [13] Join Cluster

* [14]1 Troubleshoot

* [B] Log Out

() Tupe your option: _

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA
Screen.

= [1] Help

% [2] To 4.682 (Upgrade to Latest patch of Current Release, if any)
% [3]1 To New Release

% [4] Enable Repository (Selected - SQARepo)

% [5] Conf igure Custom Repositories

% [6] Configure "Update Check Interval” (Selected - Disabled)

% [7] Backup/Restore OmniVista 2568 NMS Data

« [@] Exit

(=) Type your option: @

3. Enter 3 — To New Release and press Enter. The Upgrade to New Release Screen will
appear.

Upgrade to New Release

[1]1 Upgrade to 4.6R2
[B] Exit

(*) Type your option: _

4. Enter 1 — Upgrade to 4.7R1 and press Enter. The Upgrade System Options Screen will
appear.

[1]1 Help
[2] Download and Upgrade

[3]1 Download Only
[4]1 Upgrade from downloaded pa
[A] Exit
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5. Enter 2 — Download and Upgrade and press Enter. Information on the current installation is
displayed and OmniVista checks the Repository for the latest 4.7R1 upgrade packages.

Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from
downloaded package is not supported.

urrent version of Virtuwal Appliance
Product Mame: Alcatel-Lucent Enterprise OmniVista 25688 NMS 4.6R1 GA
[Build Number: 44
Patch Number: B

hecking available packages for 4.6RBZ operation is in progress...
pgrade to 4.6RZ release is available after upgrading latest to versionspatch of 4.6R1 release
Do you want to continue to check upgrade for 4.6R1 release now [yinl (nd: y

6. Enter y and press Enter to continue. OmniVista retrieves and displays upgrade information
for 4.7R1.

Getting upgrade information for 4.6R1. ..
Current wversion of Virtual Appliance is the latest build of 4.6K1

Getting upgrade information for 4.6RZ. ..

pgrade information for 4.6R2

ise DmniVista F
se.alcatel -lucent .co gl aZ5AANe tuworkManagementSystemiamp
VErIEW
: ALE USA Inc.
! Alcatel-Lucent Enterprise Omnilista £588 HMS-E
de to latest build of 4.6RZ release. Please refer to RBelease Motes and Insta
ontinuing with this upgrade
ade now Tlyinl (nd: _

7. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
message will appear and the upgrade will begin.

wun during upgrading. This is a normal ca

1 ignore them.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

8. When the installation is complete, the following prompt will appear “Complete! Operation
Successful”. Press Enter to continue. The VM will reboot. The reboot process will take several
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minutes. When the reboot is complete, the current configuration is displayed, followed by the
Login Prompt.

CentD3 Linux 7 (Core)
Kernel 3.18.8-1127.el17.x86_64 on an xBb6_64

Product Mame: Alcatel-Lucent Enterprisze OmnilUista 2588 NMS 4.6RZ Gn
Build Mumber: 33

Patch NHumber: 8

Build Date: B1-/27-2822

Technical Support Code: alcatellZ3

omnivista login: _

9. Log into the VM. The Virtual Appliance Menu will appear.

w The Virtual Appliance Menu "
w [1]1 Help
[Z] Configure The Virtual Appliance
[31] : dog Command
I.-I I .
[51 C
[6]
[71 1 Authentication Server
[B]1 Power Off
[9]1 Reboot
[18] Advanced M
[11]1 Set Up Optio Tools
[12] Convert to -
[131
[14]
[8] Log Out

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).
To add more disk space, please power off, add a new disk with at least 257GB space to the OU UM usin
g hypervisor and then power on the DU 2588 and go to 2-Configure the Virtual Appliance Menu, select

9-Conf igure Network Size, then select 4-Extend Data Partition
Would you like to proceed with powering off the Uirtual Appliance and reconf igure the UM resources n
ow? Choose ‘n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDDZ2 as detailed in
Required Minimum System Configurations.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below. If you plan to extend the data partition at a later time, go to Step 10.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk. Resizing of
the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.
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e On the Configure the Virtual Appliance Menu, select 9 — Configure Network Size,
then select 4 — Extend Data Partition.

Note: Do not power off or reset the VM until the operation completes.

For detailed procedures on extending the data partition at a later time, go to the Configure
Network Size Menu and select Option 4 — Extend the Data Partition.

10. Verify the upgrade.

¢ Verify that the Build Number is correct.

e From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view
the current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.
e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to
The Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display
Status of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS 4.7R1.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |f you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

6. From the Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance.

7. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 9 - Configure Network Size.

Select 2 - Configure OV2500 Memory, then select your current memory
configuration (e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to
continue.

10. At the Watchdog Service prompt, press Enter to restart Watchdog Services.
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Upgrading from 4.6R2 HA to 4.7R1 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.6R2 High-Availability Installation to an OV 2500 NMS 4.7R1 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

e Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space and reserved RAM for OmniVista.

e The reserved RAM requirement for HA installations in a Medium network was increased
to 40GB for OmniVista 4.6R2. To increase the RAM size:

o Log into OmniVista VA with “cliadmin” and use the “Power Off” menu option to
shut OmniVista down.

o Increase memory for the VM from the hypervisor.

o Power the VM back on, log into OmniVista VA and wait for services to start, then
start the upgrade.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

¢ Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

¢ Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS 4.7R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
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take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

High-Availability Upgrade Workflow
The basic steps for performing a High-Availability upgrade are:
1. Enable Maintenance Mode on the Active Node

2. Upgrade the Active Node to 4.7R1 (as part of the upgrade process, do not reboot the Active
Node until the Standby Node is upgraded. See procedure for details.)

3. Upgrade the Standby Node to 4.7R1

Disable Maintenance Mode on the Active Node

Verify the Upgrade.

Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS 4.6R1 Active Node. This will enable Maintenance Mode
on both nodes in the Cluster.

Upgrade.-H: festore UA
Lo ing
Setup Optional Tools
Advance Mode
w [18] Power OfF
% [11] Reboot
= [B) Log Out

(=) Type your o]

2. Enter 3 — Configure Cluster to bring up the Configure Cluster Menu.
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B e e e DD W W e e e O

r Conf iguration

er IP

e I:'ur'l..-tl Virtual IP
.m] IP \.l'u

. Authentication
a0l

gure Login Authentication Server
ferred Actiwve Node

ype your op

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.
If l_]l'Jl-.I have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no
are completely upgraded before disabling Maintenance Mode!?
5 [Enterl to continue

le l“-lnlll nance Mode [yinl (nd: y

Press [Enterl to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.

Upgrade the Active Node to 4.7R1

e e e e oo e oo e e oo e e e oo e e e e

= The HA Virtual Appliance Menu

B e e e e e e el e R e e e e R e e e e e

» [11 Help

||||![r mlrr.. T'l.-ll.l-'.up..-" ]
|.||||||i||||

. [181 Power m}'
« [11] Reboot
# [H] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

93 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

Upgrade UnA

[1] Help
« [2] To 4.5R3 (Upgrade to Latest patch of Current Release, if any)
[3]1 To New Release
« [4] Enable Repository (Selected - ALE Central Repo)
[51 Conf igure Custom Repositories
[61 Conf igure “Update Check Interval” (Selected - Disabled)
[?1 Backup/Restore OmniVista 2588 NMS Data
[B] Exit

() Type your option:

Xk X k X % X % ¥

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Upgrade to New Release

[1]1 Upgrade to 4.6R2
[B] Exit

(*) Type your option: _

3. Enter 1 - Upgrade to 4.7R1 and press Enter to bring up the Upgrade System Options Menu.

¢ Upgrade System Options

He 1p
lowmload and Upgrade

d Only
e from dowunloaded package

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

urrent version of Virtual Appliance

Product Mame: Alcatel-Lucent Enterprise OmniVista 25688 NMS 4.6R1 GA
[Build Number: 44

[Fatch Mumber: B

hecking available packages for 4.6RZ operation is in progress...
pgrade to 4.6R2 release is available after upgrading latest to version-patch of 4.6R1 release
Do you want to continue to check upgrade for 4.6R1 release now [yinl (m): y

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.7R1.
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-Lucent Enterprise Omnilista
nterprize.alcatel-lucent .cc

: ALE USa Inc.
! Alcatel-Lucent Enterprise Omnillista .

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.
it may take long time depending on n~

may b 0 dur ing grading: This iz a normal case that the EPH installer tries t
Ling files. You can e them.

Fress any key to continue the upgrade (13s)...

Note: The upgrade usually takes between 30 minutes to one hour to complete. But it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Comp le

L iz successful
n safely igr = amy warnings that may hawve heen displayed abowse
% [Enter] to continue

8. Press Enter to continue. The following reboot prompt will appear.

The Uirtual Appliance has to be restarted for applying new changes

WARNING :

Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
After both nodes are rebooted, you must turn off the Maintenance Mode.

Would you like to continue to reboot the system? [yinl (n):

Do not type y then press Enter at the second prompt to reboot the VM. Reboot the VM and
complete the upgrade after upgrading the Standby Node.

9. Upgrade the Standby Node to 4.7R1. After upgrading the Standby Node, return to this screen
and continue with Step 10 below to reboot the Active Node and complete the upgrade process.
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10. Press Enter to reboot the VM.

11. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear. Log into the VM.

CentOS Linux 7 (Core)
Kernel 3.18.8-1127.el17.xB6_64 on an xBb_b4

Product Mame: Alcatel-Lucent Enterprise OmniVista 2588 NMS 4.6R2 Gna
Build Number: 33

Patch Number: B

Build Date: 81-27-2822

Technical Support Code: alcatellZ3

omivista login: _

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended configuration
for the network size configured, a prompt such as the one below, will appear after you log into
the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).

To add more disk space, please power off, add a new disk with at least 257GB space to the OU UM usin
g hypervisor and then power on the OV 2588 and go to 4-Conf igure current Node, select 17-Extend part
itions, then select Z2-Omnivista Data Partition

(Please perform this action on all nodes with exact same size)
Would you like to proceed with powering off the Uirtuwal Appliance and reconf igure the UM resources n
ow? Choose 'n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.

Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

Power on the VM.
Extend the data partition on the second hard disk.

e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Partitions. Select “OmniVista Data Partition” for the Logical
Volume Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.
The following prompt will appear, and the HA Virtual Appliance Menu is displayed.

arning: Cluster Maintenance mode is On.

JImilVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after upgrading Node 2.
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[4]1 C
[5]
[6]

[7]
[B] Setup Optional Tools
[9] A e .
[1A] Power
[11] Reboot
Dut

your option:

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

Upgrade the Standby Node to 4.7R1

- e e e oo e e e e e e e e e e e e e e e e e e e

= The HA Virtwual Applia Menu

B e e e e R e e e e R e e e e e

= [1]

= [6] ||||![1'.1|'|r_-_.-"T|.1|.'I:'.up_.-"
« [71] i

« [11] Reboot
= [H] Log Out

(#) Type your option: _

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

Upgrade UA

[1]1 Help
[2]1 To 4.5R3 (Upgrade to Latest patch of Current Release, if any)
[31 To New Release

« [4]1 Enable Repository (Selected - ALE Central Repo)

[S1 Conf igur istom Repositories

¢« [6]1 Configure “Update Check Interval" (Selected - Disabled)
[7?1 Backup-/Restore OmniVista 2588 NMS Data

» [B] Exit

e e 0 0 0 0 0 e 0 0 0 0 0 0 0 0 0 e 0 0 0 0 0 0 0 - 0 - e e e e e e e Y e

(%) Type your option:

¥ ox 0k x X ¥ X X

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.
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Upgrade to New Release

[1]1 Upgrade to 4.6R2

[B] Exit

(=) Type your option: _

3. Enter 1 - Upgrade to 4.7R1 and press Enter to bring up the Upgrade System Options Menu.

¢ Upgrade System Options
= [1]1 Help
¢« [Z] Download and Upgrade

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

urrent version of Virtual Appliance

Product Hame: fAlcatel-Lucent Enterprise OmniVista 2588 NMS 4.6R1 Gh
[Build Mumber: 44

[FPatch Mumber: B

hecking available packages for 4.6RZ2 operation is in progress...
pgrade to 4.6RZ2 release is available after upgrading latest to version-patch of 4.6R1 release
Do you want to continue to check upgrade for 4.6R1 release now [yinl (m): y

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.7R1.

-ade information for 4.6R1...
zion of Virtwal Appliance is the latest build of 4.6K1

Getting upgrade information for 4.6RZ. ..

pgrade information for 4.6RZ
fraailable Pac

8 HMS-E
et =0mm i VistaZ588Ne tuorkManagementSystemkamy

r to Release Hotes and Insta

lo you want to continue with wpgrade now TLyinl nd: _

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.
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wild dowmload is in progress, it may take long time depending on now s
larning mes = may be shown during upgrading. Thiz iz a normal casze that the EPH installer tries t

1 PEMOVE UNE Ling files. You can ignore them.
Fress any key to comtinue the upgrade (13s)...

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

n zafely ignore am) warnings that may have been displaged abowe
%z [Enter] to continue

8. Press Enter to continue. The following reboot prompt will appear.

The Virtual Appliance has to be restarted for applying new changes

WARNING :

Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
After both nwodes are rebooted, you must turn off the Maintenance Mode.

Would you like to continue to reboot the system? [yinl (nd:

9. Type y then press Enter to reboot the VM. While the Standby Node is rebooting, return to the
Active Node Console Screen and reboot the Active Node (Step 10, page 61).

10. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

CentD3 Linux 7 (Core)
Kernel 3.18.8-1127.el17.xB6_64 on an xBb6_64

Product Mame: Alcatel-Lucent Enterprise OmnilVista 2588 HNMS 4.6RZ Gn
Build Number: 33

Patch Number: B

Build Date: B1,27-2822

Technical Support Code: alcatell23

omivista login: _

11. Log into the VM. The HA Virtual Appliance Menu is displayed.

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).

To add more disk space, please power off, add a new disk with at least Z57GB space to the OU UM usin
g hypervisor and then power on the OV 2588 and go to 4-Configure current Node, select 17-Extend part
itions, then select Z-Omnivista Data Partition

(Please perform this action on all nodes with exact same size)
Would you like to proceed with powering off the Virtual Appliance and reconfigure the UM resources n
ow? Choose ’n’ to do it later [yinl (n):
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You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.

e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Partitions. Select “OmniVista Data Partition” for the Logical
Volume Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.

Help
21 Show OV Cluster Status

Conf igure ent Node

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.

100 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

The HA Virtual Appliance Menu

R D O L

nt Node

Upgrade~Backup
Logg ing
Setup Opti
fidvance M
[18] Power Off
[11]1 Reboot
[B] Log Out

LEREE A A B S S B B i i i R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
w Conf igure Clu
Lo e e e )
= [11 Help e
= [2]1 Display Cluster Configuration
e [F]1 Conf igure ( = [P
[4]1 Conf igure ( > Portal Virtual IFP
r ial IF b
rtual IP

Confl ig ! e
Enahle hle A L Authentication
Comnf i 0l

hentication Server

R T B T T T g T e g alarada e o g T T T e T T T e e

(=) Type your option:

3. Enter 18 — Disable Maintenance Mode and press Enter. The following prompt will appear.

If you have enabled Maintenance Mode to upgrade both nwodes in cluster, please make sure that both no
es are completely upgraded before disabling Maintenance Mode? '
Press [Enter] to continue

ould you like to d vyle Maintenance Mode [yinl (n): y

IChecking sof twar n number of peer node...
IThe conf iguration ha s
[Press [Enter] to c

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.

Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.
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Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should
be running except upam, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status.
The data sync status indicates whether the data between two nodes is in sync. If
it is, the field will indicate “Up to Date”. If it is in the process of syncing, a
percentage will be displayed as a percentage. The speed of a data sync depends
on the amount of data and the network speed between the two Nodes. See Show
QV Cluster Status for more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul

Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS 4.6R1.
This is the Virtual IP address that you configured for the cluster.

Important Notes for Stellar APs:

e If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

5. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

6. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

7. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

8. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Upgrading from 4.6R1 to 4.6R2

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS 4.6R1
Standalone or High-Availability Installation to an OV 2500 NMS 4.6R2 Standalone or High-

Availability Installation.

Note: During the upgrade time, OmniVista (standalone or HA) is not available for any
management functions. So, none of the OmniVista functionality is available during upgrade.
There is no impact to the deployed network during the OmniVista upgrade. Managed
devices (Switch/AP) and existing device clients will continue to function as before. However,
new clients cannot join the network if the Switch/AP is configured to do authentication from
UPAM. The upgrade downtime may last between one and four hours and starts when the
Maintenance Mode is enabled.

Upgrading from 4.6R1 Standalone to 4.6R2 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.6R1 Standalone Installation to an OV 2500 NMS 4.6R2 Standalone
Installation.

Important Notes: Before beginning the upgrade:

Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

Ensure that there is enough free disk space and reserved RAM for OmniVista.

The reserved RAM requirement for standalone installations in a Medium network was
increased to 36GB for OmniVista 4.6R2. To increase the RAM size:

o Log into OmniVista VA with “cliadmin” and use the “Power Off” menu option to
shut OmniVista down.

Increase memory for the VM from the hypervisor.

Power the VM back on, log into OmniVista VA and wait for services to start, then
start the upgrade.

You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista may take up to a day to
purge the older data, but it is recommended as a way to save disk space.
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Note that OV 2500 NMS 4.6R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.
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1. Open a Console on the OV 2500 NMS 4.6R1 Virtual Appliance.

* The Virtual Appliance Menu

= [1] Help

= [2] Configure The Virtual Appliance
* [3]1 Bun Watchdog Command

» [4] Upgrade/Backup/Restore UA

* [5] Change Password

* [6] Logging

* [?] Login futhentication Server

= [8]1 Power Off

# [9] Reboot

= [18] Advanced Mode

= [11]1 Set Up Optional Tools
* [12]1 Convert to Cluster

= [13] Join Cluster

* [14]1 Troubleshoot

* [B] Log Out

() Tupe your option: _

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA
Screen.

= [1] Help

% [2] To 4.682 (Upgrade to Latest patch of Current Release, if any)
% [3]1 To New Release

% [4] Enable Repository (Selected - SQARepo)

% [5] Conf igure Custom Repositories

% [6] Configure "Update Check Interval” (Selected - Disabled)

% [7] Backup/Restore OmniVista 2568 NMS Data

« [@] Exit

(=) Type your option: @

3. Enter 3 — To New Release and press Enter. The Upgrade to New Release Screen will
appear.

Upgrade to New Release

[1]1 Upgrade to 4.6R2
[B] Exit

(*) Type your option: _

4. Enter 1 — Upgrade to 4.6R2 and press Enter. The Upgrade System Options Screen will
appear.

[1]1 Help
[2] Download and Upgrade

[3]1 Download Only
[4]1 Upgrade from downloaded pa
[A] Exit
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5. Enter 2 — Download and Upgrade and press Enter. Information on the current installation is
displayed and OmniVista checks the Repository for the latest 4.6R2 upgrade packages.

Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from
downloaded package is not supported.

urrent version of Virtuwal Appliance
Product Mame: Alcatel-Lucent Enterprise OmniVista 25688 NMS 4.6R1 GA
[Build Number: 44
Patch Number: B

hecking available packages for 4.6RBZ operation is in progress...
pgrade to 4.6RZ release is available after upgrading latest to versionspatch of 4.6R1 release
Do you want to continue to check upgrade for 4.6R1 release now [yinl (nd: y

6. Enter y and press Enter to continue. OmniVista retrieves and displays upgrade information
for 4.6R2.

Getting upgrade information for 4.6R1. ..
Current wversion of Virtual Appliance is the latest build of 4.6K1

Getting upgrade information for 4.6RZ. ..

pgrade information for 4.6R2

ise DmniVista F
se.alcatel -lucent .co gl aZ5AANe tuworkManagementSystemiamp
VErIEW
: ALE USA Inc.
! Alcatel-Lucent Enterprise Omnilista £588 HMS-E
de to latest build of 4.6RZ release. Please refer to RBelease Motes and Insta
ontinuing with this upgrade
ade now Tlyinl (nd: _

7. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
message will appear and the upgrade will begin.

wun during upgrading. This is a normal ca

1 ignore them.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

8. When the installation is complete, the following prompt will appear “Complete! Operation
Successful”. Press Enter to continue. The VM will reboot. The reboot process will take several
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minutes. When the reboot is complete, the current configuration is displayed, followed by the
Login Prompt.

CentD3 Linux 7 (Core)
Kernel 3.18.8-1127.el17.x86_64 on an xBb6_64

Product Mame: Alcatel-Lucent Enterprisze OmnilUista 2588 NMS 4.6RZ Gn
Build Mumber: 33

Patch NHumber: 8

Build Date: B1-/27-2822

Technical Support Code: alcatellZ3

omnivista login: _

9. Log into the VM. The Virtual Appliance Menu will appear.

w The Virtual Appliance Menu "
w [1]1 Help
[Z] Configure The Virtual Appliance
[31] : dog Command
I.-I I .
[51 C
[6]
[71 1 Authentication Server
[B]1 Power Off
[9]1 Reboot
[18] Advanced M
[11]1 Set Up Optio Tools
[12] Convert to -
[131
[14]
[8] Log Out

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).
To add more disk space, please power off, add a new disk with at least 257GB space to the OU UM usin
g hypervisor and then power on the DU 2588 and go to 2-Configure the Virtual Appliance Menu, select

9-Conf igure Network Size, then select 4-Extend Data Partition
Would you like to proceed with powering off the Uirtual Appliance and reconf igure the UM resources n
ow? Choose ‘n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below. If you plan to extend the data partition at a later time, go to Step 10.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.

Extend the data partition on the second hard disk.
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e On the Configure the Virtual Appliance Menu, select 9 — Configure Network Size,
then select 4 — Extend Data Partition.

Note: Do not power off or reset the VM until the operation completes.

For detailed procedures on extending the data partition at a later time, go to the Configure
Network Size Menu and select Option 4 — Extend the Data Partition.

10. Verify the upgrade.

e Verify that the Build Number is correct.

e From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view
the current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to
The Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display
Status of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS 4.6R2.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

11. From the Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance.

12. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

13. Select 9 - Configure Network Size.

14. Select 2 - Configure OV2500 Memory, then select your current memory
configuration (e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to
continue.

15. At the Watchdog Service prompt, press Enter to restart Watchdog Services.

Upgrading from 4.6R1 HA to 4.6R2 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.6R1 High-Availability Installation to an OV 2500 NMS 4.6R2 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.
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Important Notes: Before beginning the upgrade:

¢ Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space and reserved RAM for OmniVista.

e The reserved RAM requirement for HA installations in a Medium network was increased
to 40GB for OmniVista 4.6R2. To increase the RAM size:

o Log into OmniVista VA with “cliadmin” and use the “Power Off” menu option to
shut OmniVista down.

Increase memory for the VM from the hypervisor.

Power the VM back on, log into OmniVista VA and wait for services to start, then
start the upgrade.

¢ You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

e Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

o Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS 4.6R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.
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High-Availability Upgrade Workflow
The basic steps for performing a High-Availability upgrade are:

1. Enable Maintenance Mode on the Active Node

2. Upgrade the Active Node to 4.6R2 (as part of the upgrade process, do not reboot the Active
Node until the Standby Node is upgraded. See procedure for details.)

Upgrade the Standby Node to 4.6R2

Disable Maintenance Mode on the Active Node

Verify the Upgrade.

Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS 4.6R1 Active Node. This will enable Maintenance Mode
on both nodes in the Cluster.

e e e e e e e e 3 e e e e e 3 e e e e e e e e e e

aptive Fortal Virtual IP
ive Portal Virtual IFP w6
b Wirtual IP
-

nformation
de
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3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.

If ynﬂ have enabled Maintenance Mode to upgrade both wnodes in cluster, please make sure that both no

are completely wupgraded before disabling Maintenance Mode!t
% [Enterl to cowntinue

nance Mode [uinl (nd: y

been set
1t inue

Please do not perform any Cluster Configuration actions before disabling Maintenance Modet?t?
Fress [Enterl] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.

Upgrade the Active Node to 4.6R2

I 0 3 S o S D e i 0 o~ e - 0 3 0 0 30~ S 0 0 0 0 3 i 3 30 o~~~ - - - - -
= The HA Virtual Applia Menu

N e D e e e DS D D R e e e e e e e e D D D e e e e e e e e D e D el e e e e D D e e e D e e e e D D
» [1]1 Help

‘ Show OU C

Run bWats Command
e UpgradesBackuy store UA
= [7]1 Logging
= [B1] p Dptional Tools
w [9] Adwance M
« [18] Power Off
« [11]1 Reboot
« [H] Log Dut

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

Upgrade UA

[1]1 Help

« [2]1 To 4.5R3 (Upgrade to Latest patch of Current Release, if any)
[3]1 To New Release

« [4]1 Enable Repository (Selected - ALE Central Repo)

[5]1 Conf igure Custom Repositories

¢« [6]1 Configure “Update Check Interval"” (Selected - Disabled)
[71 Backup-/Restore OmniVista 2588 NMS Data

« [B]1 Exit

X ok 0k % X ¥ X X

R adada dadaa a R r b it d it atadan s e R s s s

() Type your option:

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.
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Upgrade to New Release

[1]1 Upgrade to 4.6R2

[B] Exit

(=) Type your option: _

3. Enter 1 - Upgrade to 4.6R2 and press Enter to bring up the Upgrade System Options Menu.

¢ Upgrade System Options
= [1]1 Help
¢« [Z] Download and Upgrade

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

urrent version of Virtual Appliance

Product Hame: fAlcatel-Lucent Enterprise OmniVista 2588 NMS 4.6R1 Gh
[Build Mumber: 44

[FPatch Mumber: B

hecking available packages for 4.6RZ2 operation is in progress...
pgrade to 4.6RZ2 release is available after upgrading latest to version-patch of 4.6R1 release
Do you want to continue to check upgrade for 4.6R1 release now [yinl (m): y

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.6R2.

-ade information for 4.6R1...
zion of Virtwal Appliance is the latest build of 4.6K1

Getting upgrade information for 4.6RZ. ..

pgrade information for 4.6RZ
fraailable Pac

8 HMS-E
et =0mm i VistaZ588Ne tuorkManagementSystemkamy

r to Release Hotes and Insta

lo you want to continue with wpgrade now TLyinl nd: _

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.
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ild dowmload is in progress, it may take long time depending on now speed
larning mes = may be shown during upgrading. Thiz iz a normal casze that the EPH installer tries t

1 PEMOVE UNE Ling files. You can ignore them.
Fress any key to comtinue the upgrade (13s)...

Note: The upgrade usually takes between 30 minutes to one hour to complete. But it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Comp le
Dperation is successful

n safely igr = amy warnings that may hawve heen displaged abowe
%z [Enter] to continue

8. Press Enter to continue. The following reboot prompt will appear.

The Virtual Appliance has to be restarted for applying new changes

WARNING :

Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
After both nwodes are rebooted, you must turn off the Maintenance Mode.

Would you like to continue to reboot the system? [yinl (nd:

Do not type y then press Enter at the second prompt to reboot the VM. Reboot the VM and
complete the upgrade after upgrading the Standby Node.

9. Upgrade the Standby Node to 4.6R2. After upgrading the Standby Node, return to this screen
and continue with Step 10 below to reboot the Active Node and complete the upgrade process.

10. Press Enter to reboot the VM.

11. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear. Log into the VM.

CentOS Linux 7 (Core)
Kernel 3.18.8-1127.el17.xB6_64 on an xBb_b64

Product Mame: Alcatel-Lucent Enterprise OmniVista 2588 NMS 4.6R2 Gna
Build Number: 33

Patch Number: B

Build Date: 81-.27-2822

Technical Support Code: alcatellZ3
omivista login: _

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended configuration
for the network size configured, a prompt such as the one below, will appear after you log into
the VM.
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The system HDDZ (256GB) is less than the minimum required (512GB).

To add more disk space, please power off, add a new disk with at least 257GB space to the OU UM usin
g hypervisor and then power on the OV 2588 and go to 4-Conf igure current Node, select 17-Extend part
itions, then select Z-Omnivista Data Partition

(Please perform this action on all nodes with exact same size)
Would you like to proceed with powering off the Uirtuwal Appliance and reconf igure the UM resources n
ow? Choose 'n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.

e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Partitions. Select “OmniVista Data Partition” for the Logical
Volume Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.
The following prompt will appear, and the HA Virtual Appliance Menu is displayed.

arning: Cluster Maintenance mode is On.

JmilVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after upgrading Node 2.

[1]
[2]
[3]
[4] Confi
[5]
[6]

[7]

[B1 5 Optional Tools
[9] A ce Mode

[18] Power Off

[11] Reboot

[A] Log Dut
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12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

Upgrade the Standby Node to 4.6R2

I o R o o e o R B B B e 0 30 o oo B 3 e 0 3 o o R 0 3 0 3 0 30 o o 0 0 B 0 B o 3 0 o o -
# The HA Uirtual Ap
e e b e e bl el el e el e B e B e el b el b el el Dl e D e W B e Bl B e bl el e el el e e e e e e D B el e el b el e bl Dol e e e e e B D bl el Dl el b el e e D e
« [1]1 Help
« [2]
« [3]1 C
« [4]1 C
[5]
* [f(]
= [7]1 Log
= [B]1 Setup Dptional Tools
w [9] fic ce Mode

« [11]1 Reboot
= [H] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

* Upgrade UA
[1]1 Help

« [2] To 4.5R3 (Upgrade to Latest patch of Current Release, if any)
[31 To New Release

¢« [4]1 Enable Repo ory (Selected - ALE Central Repo)
[S1 Conf igure om Repositories

« [6]1 Conf igure “Update Check Interval” (Selected - Disabled)

»* [?7]1 Backup-/Restore OmniVista 2588 NMS Data

= [B] Exit

PP P e D e e T e e T e T e e e e e e e

¥ ok ok X k X X %

(») Type your option:

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Upgrade to New Release

[1]1 Upgrade to 4.6R2
[A] Exit

() Type your option: _

3. Enter 1 - Upgrade to 4.6R2 and press Enter to bring up the Upgrade System Options Menu.
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« Upgrade System Options

Help
Jownmload and Upgrade
Jown load Only
ade from dowunloaded package

(=) Type your option:

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

urrent version of Virtual Appliance

Product Mame: Alcatel-Lucent Enterprise OmmilVista 2588 NMS 4.6R1 GA
[Build Number: 44

[Fatch Mumber: B

hecking available packages for 4.6RZ operation is in progress...
pgrade to 4.6RZ release is available after upgrading latest to versiomspatch of 4.6R1 release
Do you want to continue to check upgrade for 4.6R1 release now [yinl (): y

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.6R2.

Getting upgrade information for 4.6R1. ..
[ nt on of Virtwal Appliance is the latest build of 4.6R1

Getting upgrade information for 4.6RZ. ..

omBepol_<4.6RZ
- -1 HNMS-F
duct =0 iVista5adNetuworkManagements
=ouerview

: ALE USA Inc.

! Alcatel-Lucent Enterprise Omnillist

1 to upgrade to latest build of 4. rele . Please refer to Release Motes and Insta
le before cont inuing ; upgrade
with wpgrade now Tlyinl nd: _

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.
s it may take long time depending on wrw speed

ot dur i grading. This a normal cC that the RPM installer tries t
ignore them.

ontinue the upgrade (13:

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.
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Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Comp lete?
Dperation is s

n safely ignore amy warnings that may have been displaged abowe
% [Enter] to continue

8. Press Enter to continue. The following reboot prompt will appear.

The Virtwal fAppliance has to be restarted for applying new changes

WARNING :

Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
After both nodes are rebooted, you must turn off the Maintenance Mode.

Would you like to continue to reboot the system? [yinl (n):

9. Type y then press Enter to reboot the VM. While the Standby Node is rebooting, return to the
Active Node Console Screen and reboot the Active Node (Step 10, page 61).

10. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

CentD3 Linux ? (Core)
Kernel 3.18.8-1127.el?.xB6_64 on an x86_64

Product Name: Alcatel-Lucent Enterprise OmmiVista 2588 NMS 4.6R2 GA
Build Number: 33

Patch Number: B

Build Date: B1,27.2822

Technical Support Code: alcatell23

omnivista login: _

11. Log into the VM. The HA Virtual Appliance Menu is displayed.

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).

To add more disk space, please power off, add a new disk with at least 257GB space to the OU UM usin
g hypervisor and then power on the OV 2588 and go to 4-Conf igure current Node, select 17-Extend part
itions, then select Z2-Omnivista Data Partition

(Please perform this action on all nodes with exact same size)
Would you like to proceed with powering off the Uirtuwal Appliance and reconf igure the UM resources n
ow? Choose 'n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.
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Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.

e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Partitions. Select “OmniVista Data Partition” for the Logical
Volume Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.

[1] Help
[2] Show OV Cluster
[3]
[4] C
= [5] n dog Command
[6]1 Upgrade-Backup-Restore UA

[7]1 L
= [B] 5 Optional Tools
[9] ce Mode
[18] Power Off
[11] Reboot
[A] Log Dut

(=) Type your option:

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.

T e

# The HA Virtual Applia

[1]1 Help
[£]1 Show OV C

Upgrade-Bac ku psRestore UA

Logg ing
Setup Optional Tools
fidvance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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LEEREEELELLLELLALEEEEEEEELERLLRAMEEEEEEEEEERLLRMMREEEEEEEEEDRELELLMLLLEEEEEERERDEEELLRLLEREEEEEERERPEEPEREREES & §
# Conf igure Cl E
LR R B B B B R R R R R R R R R R R
Help L
Display Cluster Conf iguration
Conf igure | « [P
» Portal Virtnal IP
> Portal Ui 1 IF wv&
al OU Web tual IF
rom cluster

# [11]1 Enahble.
e [12]1 Conf igure
[13]1 Conf igure Logi .
¢ [14] Preferred Active Node

b

- e - S-S oo 0 - D -0 - S oo e - - - a3 - - Dok e 305

(=) Type your option:

ould you like to d

IChecking sof tw

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.
Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should
be running except upam, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status.
The data sync status indicates whether the data between two nodes is in sync. If
it is, the field will indicate “Up to Date”. If it is in the process of syncing, a
percentage will be displayed as a percentage. The speed of a data sync depends
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on the amount of data and the network speed between the two Nodes. See Show
OV Cluster Status for more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul

Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS 4.6R1.
This is the Virtual IP address that you configured for the cluster.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |f you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

9. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

10. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

11. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

12. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.

Upgrading from 4.5R3 to 4.6R1

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS 4.5R3
Standalone or High-Availability Installation to an OV 2500 NMS 4.6R1 Standalone or High-
Availability Installation.

Upgrading from 4.5R3 Standalone to 4.6R1 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.5R3 Standalone Installation to an OV 2500 NMS 4.6R1 Standalone
Installation.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).
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o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista may take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS 4.6R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.
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1. Open a Console on the OV 2500 NMS 4.5R3 Virtual Appliance.

LA R R R R N N LR EREEEEEEEEEREEEREEREERE LR RN RN N NN

w The Virtual Appliance Menu W
WO e e e e e e e e e e e e e e e e el e e b e e b e e e e e b e el e e e e e e e e e e e e e e e e e e W
w [1]1 Help
w [Z2]1 Configu T irtual Appliance

[31

[4]

[51 C

[61
[7] Login Authentication Serwver

[8]1 FPower Off
[9]1 Reboot
[18] Advanced Mode
Tools

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA

Screen.
Upgrade UnA
[1] Help
« [2]1 To 4.5R3 (Upgrade to Latest patch of Current Release, if any)
[3]1 To New Release
« [4] Enable Repository (Selected - ALE Central Repo)
[51 Conf igure Custom Repositories
¢« [6]1 Configure “Update Check Interval” (Selected - Disabled)
» [?1 Backup-/Restore OmniVista 2588 NMS Data
» [B] Exit

e e

() Type your option:

Xk ok ok X % % X%

3. Enter 3 — To New Release and press Enter. The Upgrade to New Release Screen will
appear.

M0 00 0 0000 00000030000 000000003000 0 0300300003000 0000 00 0 0 -
#* Upgrade to New Release »*
e B 0 30 e 0 0 0 0 0 0 0 0300 0 - 0 03000 0 30 = e e e e e e e Y e
= [1] Upgrade to 4.6R1 *
= [B] Exit »*

(=) Type your option:

4. Enter 1 — Upgrade to 4.6R1 and press Enter. The Upgrade System Options Screen will
appear.

- - oo oo e

Upgrade System Optior

[1]1 Help

[3]1 Downloa y
[4]1 Upgrade from downloaded pa
[B] Exit

5. Enter 2 — Download and Upgrade and press Enter. Information on the current installation is
displayed and OmniVista checks the Repository for the latest 4.6R1 upgrade packages.
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Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from downloaded
package is not supported.

Current version of Virtual Appliance
Product Name: Alcatel-Lucent Enterprise OmmiVista 2588 NMS 4.5R3 GA
Build Number: 67

Patch Number: 8

Checking available packages for 4.6R1 operation is in progress...
Upgrade to 4.6R1 release is available after upgrading latest to version/patch of 4.5R3 release
Do you want to continue to check upgrade for 4.5R3 release now [yinl (n):

6. Enter y and press Enter to continue. OmniVista retrieves and displays upgrade information
for 4.6R1.

Getting upgrade information for 4.5R3...
Current version of Virtual Appliance is the latest build of 4.5R3

Getting upgrade information for 4.6R1...
Upgrade information for 4.6R1
Available Packages
Name I ovnmse
Arch ¢ x06_b4
i : 4.6R1
: 44.8.el7?
t1.56G
: CustomRepol_4.6R1
Summary : Alcatel-Lucent Enterprise OmniVista 2588 NMS-E
¢ http:rsenterprise.alcatel-lucent .com/7product=0mmiVistaZ5@BNetworkManagementSystemiamp
2=overview
se ¢ ALE USA Inc.
Description : Alcatel-Lucent Enterprise OmmiUVista 2568 NMS-E

You have chosen to upgrade to latest build of 4.6R1 release. Please refer to Release Notes and Insta
llation Guide of the new release before continuing with this upgrade
Do you want to continue with upgrade now 7Lyinl (n):

7. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
message will appear and the upgrade will begin.

[N] ed
ase that the RPM installer tries t|

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

8. When the installation is complete, the following prompt will appear “Complete! Operation
Successful”. Press Enter to continue. The VM will reboot. The reboot process will take several
minutes. When the reboot is complete, the current configuration is displayed, followed by the
Login Prompt.
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entd3 Linux ? (Core)
Kernel 3.18.8-1127.el7.x86_64 on an xB6_b4

Product Mame: filcatel-Lucent Enterprise OmnilUista 2588 NMS 4.6R1 Ga

Build Number: 44

Patch Number: 8

Build Date: B9-17-2821

echnical Support Code: 12345678
omnivista login:

9. Log into the VM. The Virtual Appliance Menu will appear.

w The Virtual Appliance Menu "
w [11

[Z]1 Confi T Jirtual Appliance

[31

[4]

[51 C

[6] [

[7] Login Authentication Server

[B]1 Power Off

[9]1 Reboot

[181

[111 3

[121

[131

[14]

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).
To add more disk space, please power off, add a new disk with at least Z57GB space to the OV UM usin
g hypervisor and then power on the DU 2588 and go to 2-Configure the Virtual Appliance Menu, select

9-Conf igure Network Size, then select 4-Extend Data Partition
Would you like to proceed with powering off the Uirtual Appliance and reconf igure the UM resources n
ow? Choose ‘n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below. If you plan to extend the data partition at a later time, go to Step 10.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

Power on the VM.

Extend the data partition on the second hard disk.

e On the Configure the Virtual Appliance Menu, select 9 — Configure Network Size,
then select 4 — Extend Data Partition.
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Note: Do not power off or reset the VM until the operation completes.

For detailed procedures on extending the data partition at a later time, go to the Configure
Network Size Menu and select Option 4 — Extend the Data Partition.

10. Verify the upgrade.

¢ Verify that the Build Number is correct.

e From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view
the current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to

The Virtual Appliance Menu.

o Select option 3 — Run Watchdog Command, then select option 2 — Display
Status of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS 4.6R1.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. From the Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance.

2. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 9 - Configure Network Size.

Select 2 - Configure OV2500 Memory, then select your current memory
configuration (e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to
continue.

5. At the Watchdog Service prompt, press Enter to restart Watchdog Services.

Upgrading from 4.5R3 HA to 4.6R1 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.5R3 High-Availability Installation to an OV 2500 NMS 4.6R1 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
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configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

Ensure that there is enough free disk space for OmniVista.

You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS 4.5R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure

Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

High-Availability Upgrade Workflow

The basic steps for performing a High-Availability upgrade are:

1. Enable Maintenance Mode on the Active Node

2. Upgrade the Active Node to 4.6R1 (as part of the upgrade process, do not reboot
the Active Node until the Standby Node is upgraded. See procedure for details.)

Upgrade the Standby Node to 4.6R1

Disable Maintenance Mode on the Active Node

5. Verify the Upgrade.
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Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS 4.5R3 Active Node. This will enable Maintenance Mode
on both nodes in the Cluster.

0o 0038000 - - oo oo - oo oo 5%

Cigure |
Run Watch

® [111 Reboot
= (@] Log Out

L

% Lo

- T el - - T Tl Tl ol Tl Tl oo Tl el oo ol
Conf iguration

al Virtuwal IP
il IP w6
b Wirtual IP

=T

sword
ure Login Authentication Seruver
tive Node

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.

are completely upgraded before disabling Maintenance Mode!?
;5 [Enter] to continue

i ld you 1i
been set

1t inue

Press [Enterl to continue

127 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.

Upgrade the Active Node to 4.6R1

Bl T T T o B T T L T T T T R g T R R T R T TR ToT ooy
= The HA Virtual Applia Menu

e e e e b e e e e e e e e e e e e b e e D e D e e e B e e e el e e e e e e e e e e D e e e b el e el e e e D e e e e e e e b e e e
« [1]1 Help

« [£]1 S

¢« [3] Cont igun

« [4] i

e [6] Upgrade:

= [7] joing

« [B] p Optional Tools
o dvance Mod

« [18]1 Power OF

« [11] Reboot

= [H] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

* Upgrade UA
[1]1 Help
« [2] To 4.5R3 (Upgrade to Latest patch of Current Release, if any)

[31 To New Release
¢« [4]1 Enable Rep tory (Selected - ALE Central Repo)

[S]1 Conf igure Custom Repositories
« [6]1 Conf igure “Update Check Interval” (Selected - Disabled)
»* [?7]1 Backup-/Restore OmniVista 2588 NMS Data
= [B] Exit

PP P e D e e T e e T e T e e e e e e e

(») Type your option:

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

L S S R i e .t s s S R s s S s s

* Upgrade to New Release *

B e B0 M 0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 00 0 0 0 0 0 0 0 00 e 0 e e e e e e e M e P M D e M Y 0 %
= [11 Upgrade to 4.6R1 *
» [B] Exit *

(») Type your option:

3. Enter 1 - Upgrade to 4.6R1 and press Enter to bring up the Upgrade System Options Menu.

« Upgrade System Options

« [11 Help
¢« [2] Download and Upgrade
11 Download

« [41 Up e from downloaded pa
= [H] E

(=) Type your option:
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

Current version of Uirtual Appliance

Product Name: Alcatel-Lucent Enterprise OmmiVista 2588 NMS 4.5R3 GA
Build Number: 67

Patch Number: B

Checking available packages for 4.6R1 operation is in progress...
Upgrade to 4.6R1 release is available after upgrading latest to wversion/patch of 4.5R3 release
Do you want to continue to check upgrade for 4.5R3 release now [yinl (n):

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.6R1.

Getting upgrade information for 4.5R3...
Current version of Virtual Appliance is the latest build of 4.5R3

Getting upgrade information for 4.6R1...
Upgrade information for 4.6R1
Available Packages
Name HI Y
: xB6_64
: 4.6R1

Summary : Alcatel-Lucent Enterprise OmniVista 2588 NMS-E

URL ¢ http:/senterprise.alcatel-lucent .com/?product=0mniVistaZ588NetworkManagementSystem&amp
;page=overview

License ¢ ALE USA Inc.

Description : Alcatel-Lucent Enterprise OmniVista 25688 NMS-E

You have chosen to upgrade to latest build of 4.6R1 release. Please refer to Release Notes and Insta
llation Guide of the new release before continuing with this upgrade
Do you want to continue with upgrade now 7Lyinl (n):

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.

it may take long time depending on nsw speed
during upgrading. This is a normal case that the EPH installer tries t

: : . Wou can ignore them.
Fress any key ntinue the upgrade (13s)...

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

ion iz suc "ul

n safely igr = any warnings that may hawve heen displayed abowse
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8. Press Enter to continue. The following reboot prompt will appear.

The Virtual Appliance has to be restarted for applying new changes
WARNING :
Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.

Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
After both nodes are rebooted, you must turn off the Maintenance Mode.

Would you like to continue to reboot the system? [yinl (n):

Do not type y then press Enter at the second prompt to reboot the VM. Reboot the VM and
complete the upgrade after upgrading the Standby Node.

9. Upgrade the Standby Node to 4.6R1. After upgrading the Standby Node, return to this screen
and continue with Step 10 below to reboot the Active Node and complete the upgrade process.

10. Press Enter to reboot the VM.

11. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear. Log into the VM.

entd3 Linux 7 (Core)
Kernel 3.18.8-1127.el?.x86_64 on an xB6_64

Product Mame: Alcatel-Lucent Enterprise Ommilista Z588 NMS 4.6R1 Gna
Build Number: 44
Patch Number: 8@
Build Date: B9-17,2821
echnical Support Code: 12345678
ovl login:

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

The system HDDZ (256GB) is less than the minimum required (512GB).

To add more disk space, please power off, add a new disk with at least 257GB space to the OU UM usin
g hypervisor and then power on the OV 2588 and go to 4-Configure current Node, select 17-Extend part
itions, then select Z2-Ommivista Data Partition

(Please perform this action on all nodes with exact same size)
Would you like to proceed with powering off the Virtual Appliance and reconfigure the UM resources n
ow? Choose 'n’ to do it later [yinl (n):

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

Power on the VM.
Extend the data partition on the second hard disk.
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e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Data Partitions. Select “OmniVista Data Partition” for the
Logical Volume Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.

The following prompt will appear and the HA Virtual Appliance Menu is displayed.

JmilVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after upgrading Node 2.

Optional Tools
ce Mode
wer Off
[11] Reboot
[A] Log Out

(=) Type your option:

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

Upgrade the Standby Node to 4.6R1

o oo -0 - 3o o8- 0 003 S e oo S S-S - o oo oo o - -3

= HA Virtual Appliance Menu

L3 R L S R R S N s s R L e LS R R
« [3
« [4]1 C

[51

« [6] Upgrade-sBacku

= [7]1 Logging

= [B] up Dptional Tools
= [9] Aduvance Mode

« [18] Power Off

« [11]1 Reboot

# [H] Log Dut

(=) Type your optio

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.
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Upgrade UnA

[1] Help *
« [2]1 To 4.5R3 (Upgrade to Latest patch of Current Release, if any) *
[3]1 To New Rel e »
« [4]1 Enable Repository (Selected - ALE Central Repo) »
[S1 Configure Custom Repositories *
¢« [6]1 Configure “Update Check Interval” (Selected - Disabled) *
[?1 Backup/Restore OmniVista 2588 NMS Data *
[B] Exit *

() Type your option:

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

000 0000000000000 00000030000 0300000200000 00 0 0 o e o
#* Upgrade to New Release *
03030 0003303030030 30 030 0 3003000 303033030 -3 0030 0303003003030 30— - -0 - -
» [1] Upgrade to 4.6R1 »*
» [B] Exit *

(=) Type your ﬁptiuni
3. Enter 1 - Upgrade to 4.6R1 and press Enter to bring up the Upgrade System Options Menu.

« Upgrade System Opti
= [1]1 Help
# [2]1 Download and Upgrade
w [3]1 Download Only

« [41 Up

« [H] E

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

Current version of Virtual Appliance

Product Name: Alcatel-Lucent Enterprise OmmiVista 2588 NMS 4.5R3 GA
Build Number: 67

Patch Number: 8

Checking available packages for 4.6R1 operation is in progress...
Upgrade to 4.6R1 release is available after upgrading lat to versionspatch of 4.5R3 release
Do you want to continue to check upgrade for 4.5R3 release now [yinl (n):

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.6R1.
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Getting upgrade information for 4.5R3...
Current version of Virtual Appliance is the latest build of 4.5R3

Getting upgrade information for 4.6R1...

Upgrade information for 4.6R1

Available Packages

Name I ovnmse

Arch 1 xB6_64

Uersion ;

Release

Size :

Repo - stomRepol_4.6R1

Summary . atel-Lucent Enterprise OmniVista 2508 NMS-E
URL ¢ http:/senterprise.alcatel-lucent.com/?product=0mniVistaZ58BNetworkManagementSystem&amp
;page=overview

License : ALE USA Inc.

Description : Alcatel-Lucent Enterprise OmniVista 25688 NMS-E

You have chosen to upgrade to latest build of 4.6R1 release. Please refer to Release Notes and Insta
llation Guide of the new release before continuing with this upgrade
Do you want to continue with upgrade now 7lyinl (n):

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.

it may take long time ending on speed
uring upgrading. This a normal cC that the KFM installer tries t

=. You can ignore them.
ntinue the upgrade (1

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Comp lete?

1 iz success
an safely ignore any warnings that may have bheen displaged abowe
: [Enter] to continue

8. Press Enter to continue. The following reboot prompt will appear.

The Virtwal Appliance has to be restarted for applying new changes

WARNING :

Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.
After both nodes are rebooted, you must turn off the Maintenance Mode.

Would you like to continue to reboot the system? [yinl (n):

9. Type y then press Enter to reboot the VM. While the Standby Node is rebooting, return to the
Active Node Console Screen and reboot the Active Node (Step 10, page 61).

10. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.
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ent03 Linux 7 (Core)
Kernel 3.18.8-1127.el17.xB6_64 on an xB6_64

Product Mame: filcatel-Lucent Enterprise OmmilVista 2588 NMS 4.6R1 Gh
Build Number: 44
Patch Number: B
Build Date: B89-17-2821
echnical Support Code: 12345678
ovZ login: _

11. Log into the VM. The HA Virtual Appliance Menu is displayed.

The Virtwal Appliance has to be restarted for applying new changes

WARNING :

Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.

After both nodes are rebooted, you must turn off the Maintenance Mode.

Would you like to continue to reboot the system? [yinl (n):

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDDZ2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.

Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.

e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Data Partitions. Select “OmniVista Data Partition” for the
Logical Volume Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.
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Help
Show OV Cluster :

[11]1 Reboo
[A] Log Dut

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.

e e e e e e P T e e DT e - - e e
# The HA Virtwual Appliance Menu H
e e e e e T e e e e D e - e
% [1]1 Helj

. yhow C status

t Mode
Run Wat
Upgrade-Bac

Logg ing
Setup Optional Tools
fidvance Mode

[18]1 Power Off

[11] Reboot

[B] Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.

135 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

LEEREEELELLLELLALEEEEEEEELERLLRAMEEEEEEEEEERLLRMMREEEEEEEEEDRELELLMLLLEEEEEERERDEEELLRLLEREEEEEERERPEEPEREREES & §
# Conf igure Cl E
LR R B B B B R R R R R R R R R R R
Help L
Display Cluster Conf iguration
Conf igure | « [P
» Portal Virtnal IP
> Portal Ui 1 IF wv&
al OU Web tual IF
rom cluster

# [11]1 Enahble.
e [12]1 Conf igure
[13]1 Conf igure Logi .
¢ [14] Preferred Active Node

b

- e - S-S oo 0 - D -0 - S oo e - - - a3 - - Dok e 305

(=) Type your option:

ould you like to d

IChecking sof tw

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.
Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that the all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should
be running except upam, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status.
The data sync status indicates whether the data between two nodes is in sync. If
it is, the field will indicate “Up to Date”. If it is in the process of syncing, a
percentage will be displayed as a percentage. The speed of a data sync depends
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on the amount of data and the network speed between the two Nodes. See Show
OV Cluster Status for more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul

Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS 4.6R1.
This is the Virtual IP address that you configured for the cluster.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |f you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

13. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

14. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

15. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

16. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.

Upgrading from 4.5R2 to 4.5R3

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS 4.5R2
Standalone or High-Availability Installation to an OV 2500 NMS 4.5R3 Standalone or High-
Availability Installation.

Upgrading from 4.5R2 Standalone to 4.5R3 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.5R2 Standalone Installation to an OV 2500 NMS 4.5R3 Standalone
Installation.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).
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o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS 4.5R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

1. Open a Console on the OV 2500 NMS 4.5R2 Virtual Appliance.

[11

[21 C

[31

[4]

[51 C

[6]1 L

[7] Login Authentication Server

# [9] Reboot

¥ [1B]1 Advanced Mode

w [11 Up Opti
[12]1 Convert t
[13]1 Joi ;
[8] Log Ou

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA
Screen.

138 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

e T T oo e e e D

% Upgrade UA M

R R R R R R R R R R R R R T R R o
Help M
To 4.5RZ (Upgrade to Latest patch of Current Release, if any)
To New Rel

Central Repo)

(Selected - Disabled)
3 Data

3. Enter 3 — To New Release and press Enter. The Upgrade to New Release Screen will
appear.

Upgrade to New Rel

[1]1 Upgrade to 4.5R3
[B] Exit

4. Enter 1 — Upgrade to 4.5R3 and press Enter. The Upgrade System Options Screen will
appear.

oo 0 - - T e o oo e

Upgrade

[1]1 Help
[2] Download and

5. Enter 2 — Download and Upgrade and press Enter. Information on the current installation is
displayed and OmniVista checks the Repository for the latest 4.5R2 upgrade packages.

Note: You must select 2 — Download and Upgrade. Option 4 — Upgrade from downloaded
package is not supported.

urrent version of Virtual Appliance
Product Name: Alcatel-Lucent Enterprise OmnmiVista 2588 NMS 4.5RZ Ga
Build Number: 71
Patch Number: 8

1ila after upgrading latest to
Do you want to ti grade for 4.5RZ release now [y

6. Enter y and press Enter to continue. OmniVista retrieves and displays upgrade information
for 4. 5R3.
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ing upgrade ormation for 4.° .
rent o n of Virtual Appliance s the latest build of 4.

Getting upgra information for 4.
pgrade information for 4.5R3
Available Pa

tomRepol_4.5R3

iterprise Omni .
>E=OmniVist AdNe tworkManagementsiys temiam)

-Lucent Enterprise OmmilVista 2588 NMS-E

o late build of 4.5R3 release. Please refer to Rele Notes and Inst
before continuing with this up
now 7lyinl (n): y
s or corruption. We advise taking a UM hot and read Insta
prior to this.

7. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
message will appear and the upgrade will begin.

rning messag

0 remove unexist

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

8. When the installation is complete, the following prompt will appear “Complete! Operation
Successful”. Press Enter to continue. The VM will reboot. The reboot process will take several
minutes. When the reboot is complete, the current configuration is displayed, followed by the
Login Prompt.

_64 on an xB6_b6b4

Product Name: filcatel-Lucent Enterprise OmnilVista 2588 NMS 4.5R3 GA
Build Number: &7

echmical Support de: alcatel
imivista login: _
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9. Log into the VM. The Virtual Appliance Menu will appear.

W e b e b e b e e e e e e e e el e e e e e e e e e b e W e b e e e e e e e e e e e e e e e e e e e e e W W
w The Virtual Appliance Menu M
- D - - - - e - - - - - - e e e
w [1]1 Help

[£]1 Conf igure The Virtual Appliance

[31] | g Command

[4] [ all store UA
[51 C [ g

[6] Logging

[7]1 Login Authentication Server
[B]1 Power Off

[3]1 Reboot

[18] Adwvanced Mode

[111 3 P na

[12]1 Com

[131

[14]

[A] Log Out

¥ kX kX ¥ X k X X &

() Type your

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

e system HDDZ (256GB) is less than the minimum required (512GB).
puld you like to pros ith powering off the Virtual Appliance and reconfigure the UM resources n

w? Choose 'n’ to do it later [yinl (nd: _

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below. If you plan to extend the data partition at a later time, go to Step 10.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.

e On the Configure the Virtual Appliance Menu, select 9 — Configure Network Size,
then select 4 — Extend Data Partition.
Note: Do not power off or reset the VM until the operation completes.

For detailed procedures on extending the data partition at a later time, go to the Configure
Network Size Menu and select Option 4 — Extend the Data Partition.

10. Verify the upgrade.

o Verify that the Build Number is correct.

e From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view
the current Build Number. See Display Current Configuration for more details.
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o Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to
The Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display
Status of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS 4.5R3.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. From the Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance.

2. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 9 - Configure Network Size.

Select 2 - Configure OV2500 Memory, then select your current memory
configuration (e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to
continue.

5. At the Watchdog Service prompt, press Enter to restart Watchdog Services.

Upgrading from 4.5R2 HA to 4.5R3HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.5R2 High-Availability Installation to an OV 2500 NMS 4.5R3 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

e Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
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Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12

months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

¢ Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

¢ Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS 4.5R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

High-Availability Upgrade Workflow
The basic steps for performing a High-Availability upgrade are:

1. Enable Maintenance Mode on the Active Node

2. Upgrade the Active Node to 4.5R3 (as part of the upgrade process, do not reboot
the Active Node until the Standby Node is upgraded. See procedure for details.)

Upgrade the Standby Node to 4.5R3

Disable Maintenance Mode on the Active Node

Verify the Upgrade.

Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS 4.5R2 Active Node. This will enable Maintenance Mode
on both nodes in the Cluster.
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« [2]1 Show OV Clu *
« [3]1 C r *
« [4]

[%9]
* [B]
e [7] gi
= [B] Setup Optional Tools
« [9] fid > Mode
¢ 2 OFf
» [111 Reboot
« [A] Log Dut

Fortal Wirtual IP

Portal Virtual IP b6

nal OV Web Virtual IF
e from cl .

« [11]1 Enabl
[121 Conf i
= [13] Conf igure Login
% [14]
b
« [16]
« [171 C re Peer Node's Information
« [18] Disable Maintemance Mode
« [H]

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.

Fress [Enterl to continue

wld you like to eénable Maintenance Mode [yinl (nd: u

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.
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Upgrade the Active Node to 4.5R3

I o R o o e o R B B B e 0 30 o oo B 3 e 0 3 o o R 0 3 0 3 0 30 o o 0 0 B 0 B o 3 0 o o -
= The HA Virtwal Appliance Menu

LR R S R B B R R R R RN RS S8 LR R R R B R R R R R R e el e el el Dl el el e e B e D B el e bl el el e el D e e e e DB el e b el el el el e e e e
= [1]1 Help

w [Z2] Show OU Cluster 3

Run Wati
UpgradeBackups

= [9] Ad S de
« [18] Power Off

« [11]1 Reboot

= [H] Log Out

(=) Type your op

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

* Upgrade UA "
¥ [1]1 Help H
= [2] To 4.5R2 (Upgra est patch of Current Release, if any)

[3] To New Rel -

[4]1 Enab i f Central Repo)

[51 C igure ( torie

[61 Configure i y (Selected - Disabled)

[71 kup re m S Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

o oo -0 - o8- 0o - - 0o S-S D oo - -3¢

« Upgrade System Options

= [1]1 Help
« [2] and Upgrade
11 D d Only
from downloaded pa

(=) Type your option:
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

urrent version of Virtual Appliance
tel-Lucent Enterprize OmmiVista 2588 HMS 4.5RZ GA

t‘tF.' upgrad ing i st to wversion-patch of 4.5RZ release
ade for 4.5RZ rele: now [yinl (n):

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R3.

Getting upgrade information for 4.5R3...
Ipgrade information for 4.5R3

Summanry H atel-Lucent Enterprize OmmilUista 588 NMG-E
IRL ¢ htt nterprise.alcatel - lucent . com-7product =0mn iV staZ588NetworkManagementSys temdamnp
. page-overy) (=
: ALE USA Inc.
ption : Alcatel-Lucent Enterprize OmnilVista 2588 HMS-E

You have cl 0 upgrade 5t build of 4.5R3 reles ' » refer to Release Hotes and Insta
llation Gui EW e tinui nu with t )

ishot and read Instal

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.
iz in pro i ay tak n time depending on nsw speed
may b [ dur imigy ling. This is a normal case that the RPFM installer tries t
i "iles. You cam igmore th

Fress any key to continue the upgrade (13s)...

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.
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Comp lete?
Operation iz successful

Tou can safely ignore amy warnings that may hawve heen displayed abowe
Press [Enter] to continoe

8. Press Enter to continue. The following reboot prompt will appear.

e Virtual Appliance has to be restarted for applying new changes

AR NG :
Do HOT proceed with reboot of this node if the other node in the cluster iz wot upgraded yet.
Froceed with reboot of thizs node only when both nodez in the cluster are upgraded successfully.
ifter both wodes are rebooted, you sust turn of f the Maintenance Hode.

Fress [Enter] to reboot .

Do not press Enter at the second prompt to reboot the VM. Reboot the VM and complete the
upgrade after upgrading the Standby Node.

9. Upgrade the Standby Node to 4.5R3. After upgrading the Standby Node, return to this screen
and continue with Step 10 below to reboot the Active Node and complete the upgrade process.

10. Press Enter to reboot the VM.

11. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear. Log into the VM.

Centd3 Linux 7 (Core)
Kernel 3.18.8-1127.el7.x86_64 on an xB6_64

"roduct Mame: Alcatel-Lucent Enterprise Oemillista 25688 NMS 4.5R3 GA
juild Number: 67

fatch NHuml 5]

juild Dat 3182821

echnical Support Code: alcatel

wl login: _

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

e system HDDZ (25 - han the minimum required (512GB).
puld you like to g off the Uirtual aAppliance and reconf igure the UM resources n

ow? Choose 'n’ to do it later [yinl (n): _

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are
prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

3. Power on the VM.
Extend the data partition on the second hard disk.
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e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Data Partitions. Select “Ivdatasync” for the Logical Volume
Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.

The following prompt will appear and The HA Virtual Appliance Menu is displayed.

JmilVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after upgrading Node 2.

Optional Tools
ce Mode
wer Off
[11] Reboot
[A] Log Out

(=) Type your option:

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

Upgrade the Standby Node to 4.5R3

o oo -0 - 3o o8- 0 003 S e oo S S-S - o oo oo o - -3

= HA Virtual Appliance Menu

L3 R L S R R S N s s R L e LS R R
« [3
« [4]1 C

[51

« [6] Upgrade-sBacku

= [7]1 Logging

= [B] up Dptional Tools
= [9] Aduvance Mode

« [18] Power Off

« [11]1 Reboot

# [H] Log Dut

(=) Type your optio

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.
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R R R R R B R R I T T e e Do e e e e e 3
% Upgrade UA M
ootk a3 oo el 3o el oo ook
Help M
To 4.5RZ (Upgrade to Latest patch of Current Release, if any)
To New Release
Enable R t - - ALE Central Repo)

Conf igure
1" (Selected - Disabled)

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

- o e e - 30 3R Ao - e e - D e e B o e e e 5

« [11 Help
« [Z2] Download and Upgrade
[31 Dowmn d Only
Py from downloaded package
= [H]

() Type your opt

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. You must select Option 2 — Download and Upgrade. Option 4 — Upgrade from a
Downloaded Package is not supported.

I e to 4.5H3 rele iz availab f g g Ll to versionspatch of 4.5RZ releaze
Do you want to continue to check upgrade for oW [yinl (n):

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R3.
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Getting upgrade information for 4.5R3...
Ipgrade information for 4.5R3
Available Packages

Summanry H el-Lucent Ent ize Omnilista Z5HH HMS-E
IRL ¢ htt nterprise.alcatel-lucent . com-¥product=0m il'istaZ58HENetworkManagementiystemiamp
. page-oueyy) iew
L i i : ALE USA Inc.
tion : Alcatel-Lucent Enterprize OmnilVista 2588 NMS-E

You have cl 0 upgrade *lease refer to RBelease Notes and Insta

ishot and read Instal

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade. The following
screen will appear.

pending on nrw speed
a normal case that
files. You cam ig

Fress any key to continue the upgrade (13s)...

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Comp lete?
Dperation is succe "l

Tou can szalfely ignore amy warnings that may hawe heen displaged abowse
Press [Enter] to cont inoe

8. Press Enter to continue. The following reboot prompt will appear.

e Uirtual Appliance has to be restarted for applying new changes

ARM NG :
Do HOT proceed with reboot of this node if the other node in the cluster iz not upgrad
Froceed with reboot of thizs node only when both nodes in the cluster are upgraded suce

ifter both nodes are rebooted, you must turn of f the Maintenance Mode.

Press [Enter] to reboot.

9. Press Enter to reboot the VM. While the Standby Node is rebooting, return to the Active
Node Console Screen and reboot the Active Node (Step 10, page 60).
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10. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

ewtlS Linux 7 [(Cored
Kernel 3.180.8-1127 .17 =86 _64 on an xBb6_64

Froduct Hame: Alcatel-Lucent Enterprise DemiVista 2588 HMG 4.5R3 GA
Build MWumber: 67

Fatch Humber: @
Build Dat
Tt 1k alcate]

11. Log into the VM. The HA Virtual Appliance Menu is displayed.

Note: If your Hypervisor HDD2 capacity is less than the minimum recommended
configuration for the network size configured, a prompt such as the one below, will appear
after you log into the VM.

e system HDDZ (256GB) is less than the minimum required (512GB).
ould you like to proceed with powering off the Virtwal Appliance and reconf igure the UM resources n

ow? Choose 'n’ to do it later [yinl (n): _

You can press Enter to accept the default of “no” to complete the upgrade and perform the
HDD2 upgrade later; or enter y and press Enter to power off the VM and extend the data
partition for HDD2 now. It is highly recommended that you configure HDD2 as detailed in
Required Minimum System Configurations. For detailed procedures on extending the data
partition at a later time, go to the Extend Data Partition Menu.

Extending the data partition requires the installation of a second hard disk. If you are

prepared to install a new hard disk, you can extend the hard disk now by following the steps
below.

1. Enter y and press Enter to power off the VM.

2. Add hardware for additional disk space. You must install a second hard disk.
Resizing of the existing hard disk is not supported.

Power on the VM.
Extend the data partition on the second hard disk.

e On the HA Virtual Appliance Menu, select 4 — Configure Current Node, then
select 17 — Extend Data Partitions. Select “Ivdatasync” for the Logical Volume
Type. This must be performed on both nodes.

Note: Do not power off or reset the VM until the operation completes.
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Help
Show OV Cluster :

[11]1 Reboo
[A] Log Dut

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.

e e e e e e P T e e DT e - - e e
# The HA Virtwual Appliance Menu H
e e e e e T e e e e D e - e
% [1]1 Helj

. yhow C status

t Mode
Run Wat
Upgrade-Bac

Logg ing
Setup Optional Tools
fidvance Mode

[18]1 Power Off

[11] Reboot

[B] Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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LEEREEELELLLELLALEEEEEEEELERLLRAMEEEEEEEEEERLLRMMREEEEEEEEEDRELELLMLLLEEEEEERERDEEELLRLLEREEEEEERERPEEPEREREES & §
# Conf igure Cl E
LR R B B B B R R R R R R R R R R R
Help L
Display Cluster Conf iguration
Conf igure | « [P
» Portal Virtnal IP
> Portal Ui 1 IF wv&
al OU Web tual IF
rom cluster

# [11]1 Enahble.
e [12]1 Conf igure
[13]1 Conf igure Logi .
¢ [14] Preferred Active Node

b

- e - S-S oo 0 - D -0 - S oo e - - - a3 - - Dok e 305

(=) Type your option:

ould you like to d

IChecking sof tw

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.
Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that the all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should
be running except upam, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status.
The data sync status indicates whether the data between two nodes is in sync. If
it is, the field will indicate “Up to Date”. If it is in the process of syncing, a
percentage will be displayed as a percentage. The speed of a data sync depends
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on the amount of data and the network speed between the two Nodes. See Show
OV Cluster Status for more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul

Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS 4.5R3.
This is the Virtual IP address that you configured for the cluster.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |f you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

17. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

18. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

19. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

20. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.

Upgrading from 4.5R1 to 4.5R2

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS 4.5R1
Standalone or High-Availability Installation to an OV 2500 NMS 4.5R2 Standalone or High-
Availability Installation.

Upgrading from 4.5R1 Standalone to 4.5R2 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.5R1 Standalone Installation to an OV 2500 NMS 4.5R2 Standalone
Installation.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).
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o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS 4.5R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

1. Open a Console on the OV 2500 NMS 4.5R1 Virtual Appliance.

w The Virtual Appliance Menu

HHHHHHHHHHHHHHHHHHHEHHEHHHEHRH R HE R E R R RS

# [11]
[Z2] Configure The Virtwual Appliance
[3]1 Run
[41 Upiyyx
[51 Chay
[6]1 L [
[7]1 Login Authentication Server

[6]1 Power Off

[9]1 Reboot

[18]1 Advanced Mode

[11] Set Up Optional Tools
[12]1 Convert to Cluster
[13]1 Join Cluster

[B] Log Out

(=) Type your option:

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.
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* Upgrade Ua w
#* [1]1 Help »

[2] To 4.5R1 (Upgrade to Latest patch of Current Release, if any)

[3]1 To New Release

[4] Enable Repository (Selected - ALE Central Repo)

[S]1 Configure Custom Repositories

[6]1 Configure “Update Check Interval" (Selected - Disabled)

[?]1 Backup-Restore DmnilVista 2588 NMS Data

[A] Exit

(%) Type your option: _

3. Enter 2 — To 4.5R1 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

oo 0000 oo oo oo o000 oo - oo oo

Upgrade System Options

[1]1 Help

[2] Dowmload and Upgrade

[3]1 Downmload Only

[4] Upgrade from downloaded package
[B] Exit

(%) Type your option: _

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt. Note that you must select 2 —
Download and Upgrade. Option 4 — Upgrade from downloaded package is not supported.

urrent version of Virtwal fippliance

Product Mame: filcatel-Lucent Enterprise OmnilVista 2588 NMS 4.5R1 GA
Build Number: 51

Fatch Number: 8

hecking available packages for 4.5R1 operation is in progress...
pgrade information for 4.5R1
wailable Packages
ame ¢ ovnmsepatchbSl
: xB6_64
: 4.5R1
: 51.2.el?
2.1 M
i CustomRepol_4.5R1
: OV Patch £ for 4.5R1 build 51
¢ httpissenterprise.alcatel -lucent . comsTproduct=0mm iVistaZ588Ne tworkManagementSystemiamp
Jpage=overview
License : ALE USA Inc.
Description @ Patch £ for Alcatel-Lucent Enterprise OmmilVista Z588 NMS-E 4.5R1
¢ build 51

¢ Fix CRNOU-ZA?7 056358-18 : Cloud-Agent Call Home Request
¢ Returned Failure Due To S5SL Certificate Expired

: Fix DUE-8279: [Customer Issuel Support multipart for
: HamLocatorServiceQueue

ould you like to install the package [yinl (n): y

iz operation can result in data loss or corruption. We advise taking a UM snapshot and read Instal
1 guide, Release Notes of new release prior to this.
fire you ready to proceed ? [yinl (n): _
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5. Enter y and press Enter at the Confirmation Prompts to apply the patch.

6. The installation will take several minutes. When the installation is complete, the following
message will appear. Press Enter to continue. The VM will be rebooted.

When the reboot is complete, the login screen will appear. Note the Build Number and Patch
Number displayed (e.g., Build Number 51, Patch 2).

ent0S Linux
Kernel 3.18.8-

echnical Suppor
Product Name:
Build Mumber: 51
Patch Number
Build Date: B84
imivista login:

w [11]
[£]1 Confi T irtual Appliance
e mnid

thentication Server
0f f

[B] Log Out

(=) Type your option:

Note: Make sure all services are running before proceeding to Step 8.

8. Enter 4 — Upgrade/ Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

D R R R R R R TR

* Upgrade UA W

eI e e i e e o e e e e I e eI e e e e e e e e e e e e R D e D i e e i P e P P P
Help "
To 4.5R1 (Upgrade to Latest patch of Current Release, if any)

- ALE Central Repo)

1" (Selected - Disabled)

Backup : > Uista 25 B NMS Data
Exit

() Type your

9. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.
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Upgrade to New Rele

[1]1 Upgrade t
[B] Exit

10. Enter 1 - Upgrade to 4.5R2 and press Enter to bring up the Upgrade System Options
Menu.

e Upgrade tem Dpt
Ml T R I T R R R B 0 R R D R R D R R R R R S B R R N R R R R
= [1]1 Help
* [Z£] Dowmload and Upgrade
= [3]1 Dowmload Only
ade from downloaded package

0 e e e T e e e e e T e R e

(=) Type your option:

11. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt. Note that you must select 2 —
Download and Upgrade. Option 4 — Upgrade from downloaded package is not supported.

urrent version of Virtual fAppliance
Product Name: Alcatel-Lucent Enterprise OmniVista 2588 NMS 4.5R1 Gna
Build Number: 51
Patch Number: Z

after upgrading latest to tch of 4.5R1 release
Do you want to comtin upgrade for 4.5R1 release now [yinl

12. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R2.

Getting upgrade information for 4.

omBepol_4
SUMMATrLy H catel-Lucent
IRL

t build of 4.5R2 release. Ple

fore continuing with this up
{ e now TLyinl (n): y
1is operation £ im a s or corruption. We advise taking a UM
1 guide, Rele: ne 2 prior to this.

13. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.
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Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

14. When the installation is complete, the following prompt will appear “Complete! Operation
Successful”. Press Enter to continue. The VM will reboot. The reboot process will take several
minutes. When the reboot is complete, the current configuration is displayed, followed by the
Login Prompt.

»_64 on an xB6_64

Build Date: B9
echnical Supp
immivista login:

15. Log into the VM and verify the upgrade.

o Verify that the Build Number is correct.

e From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view
the current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to
The Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display
Status of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS 4.5R2.

Important Notes for Stellar APs:

e If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |f you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. From the Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance.

2. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).
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Select 9 - Configure Network Size.

Select 2 - Configure OV2500 Memory, then select your current memory
configuration (e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to
continue.

5. At the Watchdog Service prompt, press Enter to restart Watchdog Services.

Upgrading from 4.5R1 HA to 4.5R2 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS 4.5R1 High-Availability Installation to an OV 2500 NMS 4.5R2 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

¢ You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

¢ Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

¢ Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS 4.5R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can

160 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

High-Availability Upgrade Workflow
The basic steps for performing a High-Availability upgrade are:
1. Enable Maintenance Mode on the Active Node

2. Upgrade the Active Node to the Latest 4.5R1 Patch (As part of the upgrade process, do not
reboot the Active Node until the Standby Node is upgraded. See procedure for details.)

Upgrade the Standby Node to the Latest 4.5R1 Patch

Disable Maintenance Mode on the Active Node (Make sure the cluster is synchronized
before going to Step 5. See procedure for details.)

Enable Maintenance Mode on the Active Node (to continue upgrade to 4.5R2)

Upgrade the Active Node to 4.5R2 (as part of the upgrade process, do not reboot the Active
Node until the Standby Node is upgraded. See procedure for details.)

Upgrade the Standby Node to 4.5R2

Disable Maintenance Mode on the Active Node (You must disable Maintenance Mode on
the Active Node to complete the upgrade.)

9. Verify the Upgrade.

Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS 4.5R1 Active Node. This will enable Maintenance Mode
on both nodes in the Cluster.

t Node
na nd

Advance

[181 Power OFf
[11]1 Rehboot
[A] Log Out

2. Enter 3 — Configure Cluster to bring up the Configure Cluster Menu.
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Conf igure Cluster
ool - - e o e oo e oo - - - e
e [11 Help .
[£]1 Display Cluster Configuration
[3]1 Conf igure Cluster IP
[4] Conf igure Captive Portal Uirtwal IF
® [5]1 Conf igure Captive Portal Virtual IP w6
[6]1 Configure Additional OV Web Virtual IF
[V] Remove peer node from cluster
[8]1 Conf igure DU Web Ports
# [9] Conf igure Portal Web Ports
[18]1 Conf igure OV SSL Certif icate
= [11]1 EnablesDisable AP S5L Authentication
[1£]1 Conf igure FTP Password
[13]1 Conf igure Login Authentication Server
= [14] Preferred Active Node
= [15]1 Manual Failowver
[16]1 Cluster Error Check
[171 Conf igure Peer Node's Information
[168]1 Enable Maintenance Mode
= [H] Exit o
T T T T T e

() Type your option:

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again at the Confirmation
Prompts to continue and return to the Configure Cluster Menu.

If you have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both wo

les are completely upgraded before disabling Maintenance Mode!?
Fress [Enter] to continue

ould you like to enable Maintenance Mode [yinl (n): y
e configuration has been set
ress [Enter] to continue

Please do not perform any Cluster Configuration actions before disabling Maintemance Modettt
Press [Enter] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.

Conf igure Cluster
Bl T g B T R R R R T T R
= [11 Help o
[£]1 Display Cluster Configuration
[3]1 Conf igure Cluster IP
[4] Conf igure Captive Portal Uirtual IP
® [5]1 Conf igure Captive Portal Virtual IP o6
[6]1 Configure Additional OV Web Virtual IF
[7]1 Remove peer node from cluster
[8]1 Conf igure OU Web Ports
= [9] Conf igure Portal Web Ports
[18]1 Conf igure OV SSL Certif icate
= [11]1 EnablesDisable AP S5L Authentication
[1£]1 Conf igure FTF Password
[13]1 Configure Login Authentication Server
% [14] Preferred Active Hode
[15]1 Manual Failowver
[16]1 Cluster Error Check
[171 Conf igure Peer Node's Information
[18]1 Enable Maintenance Mode
= [A] Exit .
LA AR R R R REERER R AR RERERERERRNERERRSERRERREREREERERERERFERESRSEREREREEREARRREFERESEREEREERESEAEEREFEEEEREEEEEEER]

() Type your option:
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Upgrade the Active Node to the Latest 4.5R1 Patch

MMM MR RN R R R MR PR R RN MM RN R R R R R R R RN MR R R R R R
#» The HA Virtual Applian Menu "
MM N MR R R R R e MR R R R RN MM MR R R R R R R R MR R R R R R
# [1]1 Help

21 Show 0V C

[Z
[31
[41 C (

[5]1 Run Watchdo

[6]1 Upgrade-Bac

[?]1 Logging

[B8]1 Setup Optional Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

* Upgrade UA W
#* [1]1 Help =

[Z]1 To 4.5R1 (Upgrade to Latest patch of Current Release, if any)

[3]1 To New Re

[4] Enable Rep

[51 Confi (

[61 > "Ll

[?]1 Backup i NMS Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue to the next step.

2. Enter 2 — To 4.5R1 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

oo 6000 oo oo oo oo e
o

Upgrade S

[3]1 Download Only
[4] Upgrade from downloaded pac
[B]1 Exit

3. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt. Note that you must select 2 —
Download and Upgrade. Option 4 — Upgrade from downloaded package is not supported.

163 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

urrent version of UVirtwual Appliance

Product Name: Alcatel-Lucent Enterprise Dmmilista 2588 NMS 4.5R1 GA
Build Humber: 51

Patch Number: B

r 4.5R1 operation is in progress...

grade informati
Available Pack

Rl build 51
alcatel-lucent .comTproduct=0mmiVi BANe tworkManagementSystemfamp

for Alcatel-Lucent Enterprise Ommilista Z588 NMS-E 4.5R1

Call Home Request

> [yinl (nd: y
or corruption. We advise taking a UM sn
> prior to this.

4. Enter y and press Enter at the Confirmation Prompt to apply the patch. The following prompt
will appear. You can press any key to continue or just wait until the countdown completes.

it may take long time depending on
ring upgrading. This iz a normal c that the RPM installer tries t

5. When the installation is complete, the following message will appear. Press Enter to
continue.

j warnings that may have been displayed above

A second prompt will appear.

e Virtwal Appliance has to be restarted for applying new changes

ARNING:
Do NOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Proceed with reboot of this node only when both nodes in the cluster are upgraded successfully.

fif ter both nwodes are rebooted, you must turn off the Maintenance Mode.

Press [Enter] to reboot.

Do not press Enter at the second prompt to reboot the VM. Reboot the VM and complete the
upgrade to the latest 4.5R1 Patch after upgrading the Standby Node to the latest 4.5R1 Patch.

6. Upgrade the Standby Node to the latest 4.5R1 patch. After upgrading the Standby Node,
return to this screen and continue with Step 7 below to reboot the Active Node and complete the
upgrade process.
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7. Press Enter to reboot the VM.

8. The reboot process will take several minutes. When the reboot is complete, the login screen
will appear. Note the Build Number and Patch Number displayed (e.g., Build Number 51, Patch
2).

ent0S Linux 7
64 on an xB6_64

tel

Enterprise Omnilista 2588 NMS 4.5R1 GA

9. Log into the VM. The following prompt will appear, followed by The HA Virtual Appliance
Menu.

Maintenance mode

JnnmiVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after the upgrade of both Nodes to the latest 4.5R1 Patch is complete.

10. Log into the VM. The HA Virtual Appliance Menu is displayed.

11. Verify that the Patch Number is correct (e.g., Patch Number 2). On the HA Virtual Appliance
Menu and select option 4 — Configure Current Node, then select option 2 — Display Current
Node Configuration to view the current Build Number. See Display Current Node Configuration
for more details.
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Upgrade the Standby Node to the Latest 4.5R1 Patch

MMM MR RN R R R MR PR R RN MM RN R R R R R R R RN MR R R R R R
#» The HA Virtual Appliance Menu "
MM N MR R R R R e MR R R R RN MM MR R R R R R R R MR R R R R R
# [1]1 Help
-1 @
31

t NMode
d

Upgrade-Bac

Logg ing

Setup 0)

fAdvance Mo
[18] Power Off
[11]1 Reboot
[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

e e e e e e e T e e e e el e e e e e e e D e I D D D D R D
# Upgrade Ua ¥
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e N N N N N M P D P P P P P P M P PP N
Help o
To 4.5R1 (Upgrade to Latest patch of Current Release, if any)
To New Re
Enable Rep

Conf igure ¢ In al" (Selected - Disabled)
Backup-Restore i a 2° NMS Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue to the next step.

2. Enter 2 — To 4.5R1 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

[1] Help
[2] Downmload and Upgrade

[3]1 Downloa y
[4] Upgrade from downloaded package
[A] Exit

3. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt. Note that you must select 2 —
Download and Upgrade. Option 4 — Upgrade from downloaded package is not supported.
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urrent version of UVirtwal Appliance

Product Name: Alcatel-Lucent Enterprise Omnillista 25688 NMS5 4.5R1 GA
Build Number: 51

Fatch Number: @

r 4.5R1 operation is in progress...

Rl build 51
se.alcatel -lucent , comTproduct=0OmmiVist BNe tworkManagement

¢ Patch for Alcatel-Lucent Enterprise ta 2588 NMS-E 4.5R1
D build 5

: Fix CRNODU 358-18 : Cloud-Agent all Home Request
I Jue To 35L Certificate pired

mer Issuel] Support multipart for
ue

> [yinl (n): y
s or corruption. We advise taking a UM shot and read Instal
> prior to this.

4. Enter y and press Enter at the Confirmation Prompt to apply the patch.
5. When the installation is complete, the following prompt will appear. Press Enter to continue.

an safely ignore any warnings that may have heen displaged abowse
: [Enter] to continue

A second prompt will appear.

e Virtual Appliance has to be restarted for applying new changes

AR TG :
Do HOT proceed with reboot of this node if the other node in the cluster is not upgraded
Froceed with reboot of this node only when both nodes in the eluster are upgraded suce

ifter both nodes are rebooted, you must turn of f the Maintenance Mode.

Press [Enter] to reboot .

6. Press Enter to reboot the VM. While the Standby Node is rebooting, return to the Active
Node Console Screen and reboot the Active Node (Step 7, page 61).

7. The reboot process will take several minutes. When the reboot is complete, the Login Screen
will appear.

8. Log into the VM. The following prompt will appear, followed by The HA Virtual Appliance
Menu.
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r Maintenance mode is On.

mniVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after the upgrade of both Nodes to the latest 4.5R1 Patch is complete.

9. Log into the VM. The HA Virtual Appliance Menu is displayed.

ional Tools
ile

[11]1 Reboot
[A] Log Dut

(=) Type your of

10. Verify that the Patch Number is correct (e.g., Patch Number 2). On the HA Virtual Appliance
Menu, select option 4 — Configure Current Node, then select option 2 — Display Current
Node Configuration to view the current Build Number. See Display Current Node Configuration
for more details.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode. This will disable
Maintenance Mode on both nodes in the Cluster.

1. Go to the HA Virtual Appliance Menu.

Conf ig
Run Watc
Upgrade-Back

Logg ing
Setup Optional Tools
fAidvance Mode

[18]1 Power Off

[11] Reboot

[A] Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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LEEREERLERRARE SRS EE R EREREREREREER AR EREEERERELLREAREERSEEEEEELLRLMASEEEEEEERELEELRLLRELEREEEEEFEERERERESRS 3§
" M anl 1o - " ~

w Conf igure Cluster N
e B R B B R B R R R R S R R S N B R R N B R R RN RN N NS N R R RN R R R R RN R R RS SRR R R R R RN R R R R R S R S R R S R R R RO R R R R R R S R R R R R R R R R R R R R R

b
1P

tication

gure Login hentication Server
Preferred Active Node

-0 e - S-S oo 0 S-S - S-S - S-S oo e 3 - - e e e 99

(=) Type your option:

3. Enter 18 — Disable Maintenance Mode and press Enter. The following prompt will appear.

If you have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no
es are completely upgraded before disabling Maintenance Mode?
Press [Enter] to continue

ould you like to disable Maintenance Mode [yinl (n): y
IChecking sof twar n r of peer node...

IThe conf iguration ha
IPress [Enterl to continue

4. Press Enter. Enter y and press Enter at the Confirmation Prompt, then press Enter to
continue. The Configure Cluster Menu will appear.

5. Enter 0 — Exit and press Enter, to return to the HA Virtual Appliance Menu.

Upgrade~Ba

Logg ing
Setup Optional Tools
fidvance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

OmniVista will complete the upgrade to the latest 4.5R1 Patch. Before Enabling Maintenance
Mode on the Active Node, verify that the cluster is in sync. Enter 2 — Show OV Cluster Status
and make sure the “Data Sync” Field indicates “Up to Date”.
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Enable Maintenance Mode on the Active Node

1. Before performing the upgrade to OV 2500 NMS 4.5R2, you must first enable Maintenance
Mode on the Active Node. This will enable Maintenance Mode on both nodes in the Cluster.
Open a Console on the Active Node.

Menu

# [1]1 Help

[£] i OU

[31 i

[41

[5]1 Run Watch

[6]1 Upgrade~B

[?]1 Logging

[B8]1 Setup Optional Tools

[91 ode

[18] Power Off

[11]1 Reboot

[8] Log Out

ptive Portal Uirtwal IF
ptive Portal U
dditional DU Web L
node from cluster

oV Web Forts

cation

entication Server

: Mode

B b RS e A A L]

(=) Type your option:

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again at the Confirmation
Prompts to continue and return to the Configure Cluster Menu.

If you have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no

es are completely upgraded before disabling Maintenance Mode!
ress [Enter] to continue

ould you like to e nance Mode [yinl (n): y
e conf iguration ha
ress [Enter] to continue

Please do not perform any Cluster Conf iguration actions before disabling Maintenance Modettt
Press [Enter] to continue
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4. On the Configure Cluster Menu, enter 0 — Exit and press Enter to return to the HA Virtual
Appliance Menu.

e Configure Cluster

B R T E g o T T alafar o T B B p S e R S B R s s B e B

tional OU We
node from cluster

& OU Weh Forts

« [151 Manu

« [16]1 C

« [171 gure P N g Information

#* [18]1 Enable Maintenance Mode

« [B] Exit

LA AR R RERESRSRRERREREERERAREEEREREEERRREEREERERRESEREEEREERERMEREFREEERARELEREREEESESREEEEEREELEMEEEEEEEREEELEERERR]

(=) Type your option:

Upgrade the Active Node to 4.5R2

[6]1 Upgrade-Ba

[?] Logging

[8]1 Setup Optional Tools
[91

[18] Power Off

[11]1 Reboot

[A] Log Out

1. On the HA Virtual Appliance Menu, enter 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

# Upgrade Ua .
* [1]1 Help .
* [2] le to Latest patch of Current Release, if any) :
[31
[4]1 Enab pository (Sele - ALE Central Repo)

[51 t
[61 C gu d C wal" (Selected - Disabled)
[71 -kup i i Z5A8 NMS Data

171 Part No. 060890-10 Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

[1]1 Upgrade to 4.5

[8]1 Exit

3. Enter 1 - Upgrade to 4.5R2 and press Enter to bring up the Upgrade System Options Menu.

R R R e

Upgrade System Op

[1]1 Help

[Z2]1 Download and Upgrade
[3]1 Download Only

[4] Upgrade from dow

[B]1 Exit

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt. Note that you must select 2 —
Download and Upgrade. Option 4 — Upgrade from downloaded package is not supported.

urrent version of Virtual Appliance
Product Name: filcatel-Lucent Enterprise OmmiUista 2588 NMS 4.5R1 Ga

2 operation is in progress...
- after upgrading latest t i tch of 4.5R1 release
Do you want to upgrade for 4.5R1 release now

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R2.
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4.0

RZ
Enterprise iVi ‘ NMS-E

oduct=0Omnilis ABNe tworkManagementsystemiamp
DUVErViEw
: ALE USA Inc.
: fAlcatel-Lucent Enterprise OmnilVista 2588 NMS-E

build of 4.5RZ release. Pl refer to Release Motes and Insta
re continuing with this wpg

ade now 7lyinl (n): y
= or corruption. We advise taking a UM s shot and read Instal
prior to this.

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Comp lete?
1t io sful

fou can s ore amy warnings that may have been displaged abowe

Press [Enter] to continoe

8. Press Enter to continue. The following reboot prompt will appear.

e Virtual Appliance has to he restarted for applying new changes

ARH ING
Do HOT proceed with reboot of thiz node if the other mwode in the cluster iz not upgraded yet.
Froceed with reboot of this node only when both nodes in the cluster are upgraded succ f

ifter both nodes are rebooted, you sust turn of f the Maintenance Mode.

Press [Enter] to reboot .

Do not press Enter at the second prompt to reboot the VM. Reboot the VM and complete the
upgrade after upgrading the Standby Node.

9. Upgrade the Standby Node to 4.5R2. After upgrading the Standby Node, return to this screen
and continue with Step 10 below to reboot the Active Node and complete the upgrade process.

10. Press Enter to reboot the VM.

11. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.
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ent03 Linux 7
Kernel 3.18.8-957. 64 on an :

Product Mame: filcatel-Lucent Enterprise Ommilista 2588 NMS 4.5RZ Gh
Build Number: 64

Patch Number:
Build Date: B9
echnical Suppor
wé login: _

12. Log into the VM. The following prompt will appear, followed by The HA Virtual Appliance
Menu.

iniVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. When the upgrade is complete on both Nodes (including reboot
and login on both Nodes), you will disable Maintenance Mode on the Active Node.

Help
Show OV Cluste

Con
Run
Upgrad

[11] Reboot
[A] Log Dut

(=) Type your

13. Verify that the Version and Build Number correct. On the HA Virtual Appliance, select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.
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Upgrade the Standby Node to 4.5R2

#» The HA Virtual Appliance Menu

L T, R R R e R e

# [1]1 Help
[21 e OV Clu
[31 .
[4]1 Config
[5]1 Run Watch
[6]1 Upgrade~B

[?]1 Logging

[B8]1 Setup Optional Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[8] Log Out

1. On the HA Virtual Appliance Menu, enter 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

» Upgrade Ua w
o R R R R R R R R R T R R R oo
Help »

To 4.5R1 (Up st patch of Current Release, if any) f

To Mew Release

: - ALE Central Repo)

(Selected - Disabled)
S Data

f(=) Type your option:

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Upgrade to New Rele

[1]1 Upgrade t
[B]1 Exit

[1]1 Help

[Z] Download and

[3]1 Download Only

[4]1 Upgrade from downloaded pa
[B]1 Exit

(=) Type your optio
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt. Note that you must select 2 —
Download and Upgrade. Option 4 — Upgrade from downloaded package is not supported.

urrent version of Virtual Appliance
Product Name: filcatel-Lucent Enterprise OmmiUista 2588 NMS 4.5R1 Ga
Build Number:

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R2.

4.

fivailable Pac

: mRepol_4.C
SUmmay ; atel t Enterprise Omnili Pasls |t -E
IRL T hity nterprise.alcatel-lucent . cc roduct=0OmnilVistaZb88Ne tworkManagementSys temiamp,
2 =OVErView
 ALE USA Imc.
! Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E

t build of 4.5RZ release. Pl refer to Rel
re continuing with this upgrade
now ?Lyinl (n): y
s or corruption. We advise taking a UM snaps
prior to this.

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Comp lete?
Dperation is successfu

Tou can szalfely ignore amy warnings that may hawe heen displaged abowse
Press [Enter] to continoe

8. Press Enter to continue. The following reboot prompt will appear.
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e Virtual Appliance has to be restarted for applying new changes
RN ING :

Do HOT proceed with reboot of this node if the other node in the cluster iz not upgrad
Froceed with reboot of this node only when both nodes in the eluster are upgraded suce

ifter both nodes are rebooted, you must turn of f the Maintenance Mode.

Press [Enter] to reboot .

9. Press Enter to reboot the VM. While the Standby Node is rebooting, return to the Active
Node Console Screen and reboot the Active Node (Step 10, page 69).

10. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

entdS Linux 7 (

Build Date: 83
echnical Suppor
w1 login:

Menu.

r Maintenance mod

This prompt is just a reminder. When the upgrade is complete on both Nodes (including reboot
and login on both Nodes), you will disable Maintenance Mode on the Active Node.

Optional Tools
ce naie

[18] Power
[11] Reboot
[A] Log Out

Type

12. Verify that the Version and Build Number correct. On the HA Virtual Appliance, select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node. You must disable Maintenance Mode on the
Active Node to complete the upgrade. Once Maintenance Mode is disabled, the nodes will begin
to sync and services will be started on both nodes.
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Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.

% The HA Virtual Applia Menu

e e R R R R R R R R

[4]1 Configure Cur

[5]1 Run Watc

[61

[7] Logging

[B8]1 Setup Optional Tools
[9]1 Advance

[18] Power Off

[11]1 Reboot

[B] Log Out

e e Do e N e N I D e N e D o e D e e e N e D Do e e NN I e
= [1]1 Help =
= [2]1 Display Clu

» Portal b
al OV We
de from cluster

EnahblesD wle A
Conf igure FTF Pa

& Lo hentication Server
* Node

R T B T T T g T e g alarada e o g T T T e T T T e e

(=) Type your option:

ould you like to d yle Maintenance Mode [yinl (n): y

IChecking sof twar iom r of peer node...
IThe conf iguration
[Press [Enter] to cont

4. Press Enter to continue. Enter y and press Enter at the Confirmation Prompt, then press
Enter to continue. The Configure Cluster Menu will appear.

5. Enter 0 — Exit and press Enter, to return to the HA Virtual Appliance Menu.
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Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that the all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should
be running except upam, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status.
The data sync status indicates whether the data between two nodes is in sync. If
it is, the field will indicate “Up to Date”. If it is in the process of syncing, a
percentage will be displayed as a percentage. The speed of a data sync depends
on the amount of data and the network speed between the two Nodes. See Show
QV Cluster Status for more details.

You can now launch the OmniVista UI.

Launching the OmniVista Ul

Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS 4.5R2.
This is the Virtual IP address that you configured for the cluster.

Important Notes for Stellar APs:

e |f your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e |f you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

2. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

3. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

4. Atthe Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Appendix A — Using the Virtual Appliance Menu
To access the Virtual Appliance Menu for a VM, launch the Hypervisor Console. The login
prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

GA

echnical Suppo
immivista login:

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

LERELERLEREREEEELEEEREEELEEEEREELEEEEERE LR L L ELLLEEELRELELELREERLRELRERERERERELEREERRERRERRERRERERRELERLE LR LR RN N
w The Virtual Applianc W
W e b b e e el e e e e e e e e e e el e e e el e el e e e el b e B e e el e e e e e el e e e e e e e el e e e el e

w [11 Help
[Z2] Configure The Virtual Appliance

tore UA

Server

[9]1 Reboot

¥ ¥ ¥ ¥ ¥ ¥ X X X X

[18]1 Advanced Mode

[11]1 Set Up Opti 1 Tools
[12]1 Convert ster
[131 b

[141

W
W
W
W
L
i
u
:
:
:
W

The Virtual Appliance Menu provides the following options:
e 1-Help
e 2 - Configure the Virtual Appliance
o 3 - Run Watchdog Command
o 4 - Upgrade/Backup/Restore VA
e 5 - Change Password
e 6 -logging
e 7 -Login Authentication Server
o 8- Power Off
e 9 -Reboot
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e 10 - Advanced Mode
e 11 - Set Up Optional Tools
e 12 — Convert to Cluster

e 13 —Join Cluster
e 14 - Troubleshoot

o 0-LlLogOut
For information on these menu options, refer to the sections below.

Help
Enter 1 and press Enter to bring up help for the Virtual Appliance Menu.

Configure the Virtual Appliance

The “Configure the Virtual Appliance” menu provides the following options:
e 1-Help
o 2 - Display Current Configuration
e 3 - Configure IPs & Ports
e 4 - Configure Default Gateway
e 5 - Configure Hostname
e 6 - Configure DNS Server
e 7 - Configure Timezone
o 8- Configure Route
e 9 - Configure Network Size
e 10 - Configure Keyboard Layout
o 11 - Update OmniVista Web Server SSL Certificate
e 12 - Enable/Disable AP SSL Authentication
e 12 - Enable/Disable Admin SSH
e 14 - Configure NTP Client
o 15 - Configure Proxy
e 16 - Change Screen Resolution
e 17 - Configure the Other Network Cards
e (- Exit

A-2 Part No. 060829-10, Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

LR EREEREERLERREREELREELERERERERERS] LR R R AL R LR R RS R N
w Configure The Virtual Appliance W
LR R R ERERERERRERLRERRRRERERJELELRRELREL RN N R R R R R R R R R R R R B BB R RN ]

w [11]

Update [ | » 3ol certificate
EnablesDisable AP Authentication

Conf igure the o
[A] Exit

Enter 1 and press Enter to bring up help for the Configure The Virtual Appliance Menu.

Display Current Configuration

Enter 2 and press Enter to display the current VA configuration. Press Enter to return to the
Configure The Virtual Appliance Menu.

¢ Current configuration

roduct Mame: Alcatel-Lucent Enterprisze OmmiVista Z588 NMS 4.8R1 GA
Build Number: 39
Patch Number: B
Build Date: B?7-31-2823
A Version: 4.85.1.16
PAM Version: 4.8.1.17
FCS Uersion: 4

.6.1.1
CC Version: 4.8.1.1

urrent OV IP Configuration:
IP: 1R.255.221.27
Metmask: 255.255.255.8
NIC: ethé
MAC: BAA:15:5d:dd:4f :4c
0V Web HTTP Port: 868
0V Web HTTPS Port: 443

Configure IPs and Ports

1. If you want to re-configure the current OV IP, Captive Portal IP and Ports, and optional
Additional Web OV IP, enter 3 and press Enter. The current configuration will be displayed.
Enter y and press Enter at the first confirmation prompt to re-configure the OV IP and Web
Ports.
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urrent OV IP Co
IP: 18
Metn

OV Web HTTP Port
OV Web HTTPS Port
w like to conf igure O ' and OU Web Ports [yinl (n): y
ase input OV IPw : a61:
i 55.255.81:
hB-88:8c:29:c5:f1:32]1, =0 use it for OV IP too
Bl:

d you like
[Put: .
Netmas L2595
NIC: ethB-88:8
OV Leb
OV Web HTTPS Port: 443
[yinl C(y):

2. Enter an IPv4 IP address and subnet mask.
3. Enter y at the confirmation prompt and press Enter to confirm the settings.
4. After configuring the OV IP address, configure the OV ports.

5. At the prompt, enter an HTTP value and press Enter. Enter an HTTPS value and press
Enter.

o HTTP Port (Valid range: 1024 to 65535, Default = 80)

e HTTPS Port (Valid range: 1024 to 65535, Default = 443)

Note: You can press Enter to accept default values. New port values must be unique
(i.e., they must differ from any previously-configured ports).

6. Enter y and press Enter to confirm the settings.

7. At the Captive Portal Configuration Prompt, enter y and press Enter to configure the Captive
Portal Ports, otherwise press Enter to continue. The Captive Portal IP address can be the same
as the OV IP address or different. However, if you use a different IP address for Captive Portal it
is recommended that you use the default ports. If you do not use the default ports, the ports
should be >1024.

o HTTP Port (Valid range: 1024 to 65535, Default = 8080)

o HTTPS Port (Valid range: 1024 to 65535, Default = 8443)

Note: The default Captive Portal FQDN is "ov2500-upam-cportal.al-enterprise.com". If you
want to replace it with your own FQDN you must:

1. Log into the OmniVista Ul.

2. Go to the UPAM — Captive Portal Certificates page (U PAM — Settings — Captive Portal
Certificates).

e Create a Custom Certificate.
e Activate the certificate.

8. At the Additional OV Web IP Prompt, enter y and press Enter to configure an Additional OV
Web IP, otherwise press Enter to continue. An additional OV Web |IP address provides you with
another way of accessing the OmniVista Ul. It is optional. The OV Web IP address must be
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configured on a different NIC and different subnet than the OmniVista IP and Captive Portal IP.
If an additional NIC is not available, it cannot be enabled.

After entering values and confirming, you must restart all services for the changes to take effect.
Use the Restart All Services option in the Run Watchdog command in the Virtual Appliance
Menu.

Important Note: If you change the OV IP address in the VA Menu, the network is NOT
touched. For wired devices, you must reconfigure the sFlow receiver, policy server, and
SNMP trap station. After changing the IP Address of the OV Server, you must manually
push configurations from various applications (Analytics, Policy View QoS, and Notification
applications respectively) to inform the network about the new location of the OV Server. For
Stellar APs, you must reconfigure the DHCP Server, and reapply WLAN Services and
Global Configurations in Unified Access.

Note: If OmniVista is unreachable after you change the OmniVista Server IP address,
reboot the OmniVista Server.
Configure Default Gateway

1. Enter 4 and press Enter to configure default gateway settings.

30T oo oo

ould you like

default g
[yinl (yl):
he conf igurati
IPress [Enter] to c

2. Enter an IPv4 default gateway.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Hostname

1. The default Hostname is omnivista. If you want to change the default Hostname, enter 5
and press Enter.

L o d R g d S R g E g S g

[Please input |
ould you 1

hostn
[yinl (yl:

e conf iguration
Press [Enter] to

2. Enter a hostname (maximum of 15 characters).

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.
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Configure DNS Server
1. Enter 6 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

M - -0 - - -
N
# Conf igure DNS »

oo e oo e e

ould you like tc

(%) FPlease input - J .
uld you dn: r 2 192.168.1.3
uld you

ould you
d
il
[yinl (y):

Press [Enterl to cont

Note: If n (No) is selected, all DNS Servers will be disabled.
3. Enter y and press Enter to confirm the settings. You will be prompted to restart the OV Client
Service for the change to take effect. Press Enter to return to the Configure The Virtual
Appliance Menu.
Configure Timezone
1. Enter 7 and press Enter to begin setting up the timezone.

2. Press Enter to display timezones.
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Africa-Abid jan
Africa-Accra
Africa-Addis_Ababa
AfricarsAlgiers
Africa-Asmara

~a.~Khartoum
a-Ki

2. Press Enter to scroll through the list. After locating your timezone, press q and enter your
timezone at the prompt (e.g., America/Los_Angeles). Then press Enter to set the timezone and
return to the Configure Current Node Menu.

icasLa_Paz
a~Lima

Los_fingeles]: America-Los_fingeles
ould you like to

timezo

J[yinl (yl):
JThe conf iguration h
[Press [Enter] to co

You can verify the change using the 2 - Display Current Configuration command.

Configure Route

1. If you want to add a static route from the VM to another network enter 8 and press Enter.

2. Add an IPv4 route by entering 3 at the command prompt.
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Help

Show Curre
Add Route w
Del Route w
Exit

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Network Size

At the Main Menu prompt, enter 9 and press Enter to display the Configure Network Size Menu,
and select one of the options below.

R L T e e

» Conf igure Network .

[1]1 Help
[2] Conf igure OUZ588 Memory

[3]1 Config File
[4] Extend Data Partition
[B] Exit

e Configure OV2500 Memory - Select an option (e.g., Low, Medium, High, Very High)
based on the number of devices being managed and press Enter. Enter y and press
Enter at the confirmation prompt. You will be prompted to restart the Watchdog Service
for the change to take effect. See Required Minimum System Configurations for more
information on system configurations for the different network sizes.

o Configure Swap File - Select one of the options below:

e Show Current Swap Files - Enter 1 and press Enter to display information
about any configured Swap Files.

e Add Swap File - Enter the size of the Swap File in MB (Range = 1 - 4096). Enter
y and press Enter at the confirmation prompt.

e Delete Swap File - Select the Swap File you want to delete and press Enter.
Enter y and press Enter at the confirmation prompt.

o Extend Data Partition - Follow the steps below to Extend the Data Partition.

By default, OmniVista is partitioned as follows: HDD1:50GB and HDD2:512GB. If you
are managing more than 500 devices, it is recommended that you increase the
provisioned hard disk. Make sure that your VA configuration (e.g., Hypervisor Processor,
OV VA RAM, HDD Provisioning) is adequate for the number of devices you are
managing; and make sure the appropriate memory and disk space for the selected
network size have been allocated to the OmniVista VA. Insufficient memory or disk
space for the chosen network size may cause OV instability. OmniVista will not allow
you to configure a network size that cannot be supported by the VA configuration. For
example, if you allocate 20GB of memory for the OmniVista VA, OmniVista will only
allow you to configure a Low network size (fewer than 500 devices). Refer to
Recommended System Configurations for details.
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Note: If you have a KVM deployment, when adding new storage, select Bus Type =
SATA for new storage in KVM Settings. OmniVista only supports new storage in the
SATA format.

Extending the Data Partition

1. Shut down OmniVista Services from the OV Virtual Appliance console.

e On the main Virtual Appliance Menu, select 3 — Run Watchdog Command, then
select 9 — Shutdown Watchdog. Wait for all services and Watchdog to shut down.

2. Take a VM Snapshot or use the OmniVista Backup Command in the Virtual
Appliance Menu.

e To perform a backup, go to the main Virtual Appliance Menu, select 4 — Upgrade/
Backup/Restore VA, select 7 — Backup/Restore OmniVista 2500 NMS Data, then
select 3 — Backup Now.

3. Power off the VM from the OV Virtual Appliance console.

e On the main Virtual Appliance Menu, select 8 — Power Off.
4. Add hardware for additional disk space from the hypervisor.

Power on the VM using the hypervisor menu option.
Extend the disk from the OV Virtual Appliance console.

e On the Configure the main Virtual Appliance Menu, select 2 - Configure the
Virtual Appliance Menu, select 9 — Configure Network Size, then select 4 —
Extend Data Partition.

Notes:
1. Do not power off or reset the VM until the operation completes.
2. Always power off VM using the OV Virtual Appliance Menu option.

Configure Keyboard Layout

1. Enter 10 and press Enter to specify a keyboard layout.

be shouwn (press [g] to exit v

Press [Enterl to c

2. Press Enter to see the list of keyboard layouts.

3. Enter q and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter. Press Enter to return to The
Virtual Appliance Menu.

Flease input key layout [us]:
ould you 1i 0

keghnard_lagnut: us
[yinl (ylr: _

The table below lists all supported keyboard layouts.
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amiga-de amiga-us atari-uk-falcon atari-se

atari-us atari-de pt-olpc es-olpc

sg-latin1 hu sg fr_CH

de-latin1-nodeadkeys fr_CH-latin1 de-latin1 de_CHe-latin1

cz-us-qgwertz sg-latin1-1k450 croat slovene

sk-prog-qwertz sk-qwertz de cz

wangbe wangbe?2 fr-latin9 fr-old

azerty fr fr-pc be-latin1

fr-latinO fr-latin1 tr_f-latinb trf-fgGlod

backspace ctrl applkey keypad

euro2 euro euro1 windowkeys

unicode se-latin1 cz-cp1250 il-heb

ttwin_cplk-UTF-8 pt-latin1 ru4 ruwin_ct_sh-CP1251

ruwin_alt-KOI8-R no-latin1 pl1 cz-lat2

ni2 mk es-cp850 bg-cp855

by uk pl ua-cp1251

pt-latin9 sk-qwerty se-laté bg bds-cp1251

ruwin_cplk-UTF-8 br-abnt la-latin1 Ssr-cy

ruwin_ctrl-CP1251 ua dk ru-yawerty

mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap_V1.0

se-fi-laté ruwin_ctrl-UTF-8 ro fi

sk-prog-qwerty trq fi-latin9 ar

rud us ruwin_ct_sh-KOI8-R nl

ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8

it-ibm il by-cp1251 it

emacs fi-latin1 pc110 bg_bds-utf8

tralt defkeymap bg_pho-utf8 ua-ws

cf hu101 bg_pho-cp1251 se-ir209

ttwin_ctrl-UTF-8 cz-lat2-prog br-latin1-us mk-utf

cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rui

ruwin_ctrl-KOI8-R ru-ms no us-acentos

pl2 sv-latin1 br-latin1-abnt2 et

ru-cp1251 ruwin_alt-CP1251 ru it2

It.14 ua-utf bywin-cp1251 bg-cp1251

ru_win emacs2 dk-latin1 kazakh

br-abnt2 es pl4 mkO

is-latin1 is-latin1-us il-phonetic fi-old

et-nodeadkeys jp106 It ru2

ruwin_ct _sh-UTF-8 pt se-fi-ir209 gr-pc

It.baltic tr_g-latinb pl3 ua-utf-ws

bashkir no-dvorak dvorak-r dvorak

ANSI-dvorak dvorak-| mac-euro mac-euro2

mac-fr_CH-latin1 mac-us mac-de-latin1 mac-be

mac-es mac-pl mac-se mac-dvorak

mac-fi-latin1 mac-template mac-dk-latin1 mac-de-latin1-
nodeadkeys
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mac-fr mac-pt-latin1 mac-uk mac-it
mac-de_CH sunt4-no-latin1 sunt5-cz-us sundvorak
sunt5-de-latin1 sunt5-us-cz sunt5-es sunt4-fi-latin1
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latin1 sunt5-fi-latin1 sun-pl-altgraph

4. Press Enter to return to the Configure The Virtual Appliance Menu.

Update OmniVista Web Server SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is

e SFTP User: cliadmin
e SFTP Password: <password when deploying VA>
e SFTP Port: 22

1. Enter 11 and press Enter.

2. Choose a cetrtificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.

e o
Update Ommilista Web Server 35L certificate

fvailable certificate(s)

[1]1 ov _server.crt
[A] Exit

(=) Type your option: 1

ould you like to use this certificate?
[1] ov_server.crt

[yin]l nd: y

fAvailable private key(s)

[1]1 ov_server.key
[A] Exit

(=) Type your option: 1

puld you like to use this private key?
[1]1 ov_server _key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 12 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.
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Enable/Disable Admin SSH

Enter 13 and press Enter to enable/disable OmniVista Admin SSH. If enabled, you can log into
the OmniVista VM via SSH. If disabled, you can only log in using the Hypervisor Console.
Admin SSH is enabled by default.

Configure NTP Client

1. Enter 13 and press Enter to configure an NTP Server.

oo - - - o - oo -0 - - - - - - Mo WM

» Conf igure NTP Cli

Conf igure NTP
Status NTP C
Disable NTP Client
Enable NTP Cliewnt
Exit

2. Enter 2 and press Enter.
3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You can enable the server when you create it, or enable it at a later
time using option 5.

Configure Proxy

OmniVista makes an HTTPS connection to the OmniVista External Repository for upgrade
software, Application Visibility Signature Files, and ProActive Lifecycle Management (PALM). If
the OmniVista Server has a direct connection to the Internet, a Proxy is not required. Otherwise,
a Proxy should be configured to enable OmniVista to connect to these external sites (Port 443):

o ALE Central Repository - ovrepo.fluentnetworking.com

e AV Repository - ep1.fluentnetworking.com

e PALM - palm.enterprise.al-enterprise.com

e Call Home Backend - us.fluentnetworking.com

o Device Fingerprinting Service - api.fingerbank.org

o Web Content Filtering - api.bcti.brightcloud.com.

1. Enter 154 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and
press Enter to configure a Proxy Server.

SO oo 0000000000000 0000000 oo oo

Conf igure

EnablesDisable Proxy
Exit

2. If the VM will use a proxy server, enter the Proxy Server IP address, along with the port (e.g.,
8080).
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Proxy is not set

(=) Please input proxy IP: 18.255.10.88
(%) Please input proxy port: 8688
Please input proxy username :

ould you like to configure proxy with:
IP: 1@.255.18.88
Port: B6BA
Username :
Password:
[yinl (y):

15
Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.

Change Screen Resolution

1. Enter 15 and press Enter to configure the VA screen resolution.

Change scre

[1]1 GRBxHAB

[2] 18Z24x768
[B] Exit

2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.

Configure the Other Network Cards

This command is used to configure an additional network card in OmniVista to discover devices
in subnets where the main OmniVista IP address is unreachable. Please note the following
scenarios and limitations when configuring and discovering devices via this network card:

e The card must exist in the Hypervisor. If necessary, add a new Network Adapter in the
VM Settings in the Hypervisor.

o The new adapter must be the same Adapter Type as first NIC. In other words, eth1, ethO
should be same type.

¢ Avoid configuring this network card on the same subnet as any existing devices that are
already managed by the main OmniVista IP address. Doing so may cause your existing
devices to fail to send traps/packets to OmniVista.

o If trap configuration was performed from OmniVista after adding/discovering new
devices on a different subnet via this network card, make sure to manually change the
trap station on these devices to the new IP address of this network card. This is because
OV uses the main OmniVista IP address for the trap station when configuring traps via
Notifications - Trap Configuration in OmniVista.
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-—

. Enter 16 and press Enter to configure additional Network Cards on the Virtual Appliance.

» Conf igure the other Network Cards

Choose the number of network card to configure:
[11 ethl
[A] Exit
(*) Type your option: 1
(#) Please input IPv4 for ethl: 18.1.18.214
Please input submet mask [255.8.8.81: 255.255.255.8
Would you like to configure:
IPvi: 18.1.18.214
subnet mask: 255.255.255.8
[yinl (yd: y
The configuration has been set
Press [Enter] to continue

2. Enter the number of the network card you want to configure (e.g., 1 eth1) and press Enter.
3. Enter an IPv4 IP address and mask.
4. Enter y and press Enter at the confirmation prompt.

To add another network card using the VA Menu, the card must exist in the Hypervisor. If
necessary, add a new Network Adapter in the VM Settings in the Hypervisor.

Important Note: The new adapter must be the same Adapter Type as first NIC. In other
words, eth1, ethO should be same type.

Exit

Enter 0 and press Enter to return to the Virtual Appliance Menu.

Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OmniVista. If
you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a service that these
services depend on, the web server will shut down, and you will have to restart the service
manually. You will receive a warning prompt whenever you try to shut down one of these
services. To access the Watchdog Command Menu, enter 3 at the command prompt.

5P PP H A RSP PP 3PP 3P PP H A A A PR 3R HE A HHEIHH I
Run Watchdog Command

[1]1 Help

[Z2] Display Status Of All Services
[3]1 Start All Services

[4]1 Stop All Serwvices

[51 Restart All Services

[6]1 Start a Service

[?] Stop a Serwvice

[8]1 Start Watchdog

[9]1 Shutdown Watchdog

[18] Choose Service Profile
[B] Exit

(#) Type your optiomn:

The following options are available:
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o Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

o Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

o Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

o Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.

e Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

e Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).

e Start Watchdog - Starts the Watchdog Service, which starts all services.
¢ Shutdown Watchdog - Stops the Watchdog Service, which stops all services.

e Choose Service Profile - Used to save memory if certain services are not required for
your network (e.g., you are not using Stellar APs in your network or you are not using
the Application Visibility application). Note that when you change a service profile, all
Watchdog Services will be restarted.

e 1 - All Features (Default) - All services are started.

e 2 -No Stellar, No UPAM - Services required for Stellar APs and UPAM will not be
started.

¢ 3 -No Application Visibility - Services required for the Application Visibility
application will not be started.

e 4 -No loT - Services required for the loT application will not be started.

o 5-No SFLOW - Services required for the Analytics application (Top N Applications
and Top N Clients) will not be started.

Note: You can select multiple options at the prompt for options 2 through 5 by
entering the number of each option with a space between each number (e.g., 2 4 5)

Upgrade/Backup/Restore VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.
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Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

Help
Z]1 To 4.5R3 ( ade to Latest patch of Current Release, if any)
To New R

Enable Rep - 30ARepo)

[l
Conf igure |
Conf igure "Uj C ‘ 1" (Selected - Disabled)

Backup NMS Data

Exit

To access the Upgrade VA Menu, enter 4 at the command prompt. The following options are
available:

e To 4.5R3 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

o Download and Upgrade - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available. (If you are using an Offline Repo, this is the only upgrade
option supported. “Download Only” and “Upgrade from a Download Package” are not
supported.)

¢ Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

¢ Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

o To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.5R3 Upgrade to Latest Patch of Current Release, if any”). Note that if a
new version of the current release is available, you will be prompted to install the latest
version of the current release before upgrading to the new release.

o Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

o Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
QV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [1] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:
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Repository Name - User-configured repository name.

e Repository URL - The URL of the custom repository (e.g.,
192.168.70.10/repo/centos). Enter the URL only. There is no need to enter the
“https://” prefix.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.

Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available
(e.g., RO1 to R02), and do not have the latest R01 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available:

Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory with the backup name and the date and time of the backup (<base
name>_<yyyy-MM-dd--HH-mm>.bk). If you do not enter a name, the backup will be
stored as ov2500nms- yyyy-MM-dd--HH-mm>.bk. (e.g., ov2500nms-2018-11-16--16-
21.bk).

Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.
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Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.5R3 configuration using a 4.5R3 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.5R3 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP
address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to return the restored system to its original OV IP
address/ports and UPAM IP address/ports.

For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to change the OV IP address/ports and UPAM IP
address/ports on System B back to their original configuration.

View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1”.

Change Password

You can change the Virtual Appliance cliadmin password and/or mongo database password.
Enter 5 and press Enter to bring up the Change Password Menu.

* [1]1 Help
-]._._

[21 C

To change the VA cliadmin password, enter 2, then press Enter. At the prompts, enter the
current password, then enter the new password.

To change the mongo database password, enter 3, then press Enter. You have two options
when changing the mongo database password.
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(+) Type your option: 3
ou must remember the new passwords in order to manage the Mongodb.
Press [Enter] to continue

ould you like to change password for
[11 Mongo administrator
[Z2] Mgonms application user
Provide your option [1 OR 21:

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.

To change the Technical Support Code (used by Support to access the VM) enter 4, then press
Enter. Enter the old password at the prompt and press Enter. Enter the new password and
press Enter. Confirm the password and press Enter.

To change the password of the “ftp” user of the VA, enter 5, then press Enter. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Logging
You can view OmniVista Logs using the “Logging” option. Enter 6, then press Enter.

[11 Help
[2]1 Change Log Lewe
[ Collect Log Fi
Collect ion
11lect Files in Advanced Mode

(%) Type your option: B

The following options are available:

e Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g., 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.

o Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2019)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2019_12-04-18.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

o Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
time the file was created collected appended to the file name (e.g., jvm -info-02019-10-
15-12-08-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).
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o Collect Files in Advanced Mode - Collects and archives tcpdump information to a Zip
file in the "chrootadmin" directory with date and time the file was created appended to
the file name (e.g., chrootadmin_10-03-2020-11-02-43.zip). SFTP to the VA using the
"cliadmin" username and password to view the log file (Port 22).

Login Authentication Server

The Login Authentication Server is used to view/change the OmniVista Login Authentication
Server. Enter 7 and press Enter to bring up the Login Authentication Server Menu.

* Login Authen

[1]1 Help

[2] Current Login Authen e
[3]1 Change Login Authent ver to local
[8]1 Exit

Enter 2 and press Enter to display the current Login Authentication Server. If the server is
remote, the IP address is displayed. If the server is local, "local" is displayed.

If the current Login Authentication Server is a remote server, enter 3 and press Enter to change
the Login Authentication Server to "local". Enter y and press Enter at the confirmation prompt.

Power Off

Before powering off the VM, you must stop all OmniVista services using the Stop All Services
option in the Run Watchdog Command. After all the services are stopped, enter 8 at the
command line to power off the VM. Confirm the power is off by entering y. The power off may
take several minutes to complete.

Note: OmniVista functions stop running following power off. The VM must be powered back
on via the VMware client software and you must log back into the VM via the console.

Reboot

Before rebooting the VM, you must stop all OmniVista services using the Stop All Services
option in the Run Watchdog Command. After all services are stopped, enter 9 at the command
line to reboot the VM. Confirm reboot by entering y. The reboot may take several minutes to
complete. When rebooted, you will be prompted to log in through the cliadmin user and
password prompts. Note that OmniVista functions continue following reboot.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 9,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual
Appliance Menu. The following commands are supported:

e /usr/bin/touch

e /usr/bin/mktemp

e /usr/bin/dig

e /usr/bin/cat

e /usr/bin/nslookup

o /usr/bin/which
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o /usr/bin/less

e /usr/bin/tail

e /usr/bin/vi

e /usr/bin/tracepath
o /usr/bin/tty

e /usr/bin/systemctl
e /usr/bin/grep

e /usr/bin/egrep

e /usr/bin/fgrep

e /usr/bin/dirname
e /usr/bin/readlink

e /usr/bin/locale

e /usr/bin/ping

e /usr/bin/traceroute
o /usr/bin/netstat

e /usr/bin/id

e /usr/bin/ls

e /usr/bin/mkdir

e /usr/sbin/ifconfig

e /usr/sbin/route

e /usr/sbin/blkid

e /usr/sbin/sshd-keygen
e /usr/sbin/consoletype
e Jusr/sbin/ntpdate

e /usr/sbin/ntpq

e /usr/bin/ntpstat

e /usr/bin/abrt-cli

e /usr/sbin/init

e /usr/sbin/tcpdump
¢ /bin/mountpoint

Set Up Optional Tools

The Setup Optional Tools command set is used to install/upgrade Hypervisor Optional Tools
Packages. Enter 11 and Press Enter to bring up the Optional Tool Menu.

= Optional Tool Of Supervisors Menu

[11 Help

[2]1 WMuware Tools

[3]1 VirtualBox Guest Additions
[A]1 Exit

(%) Type your option: s_
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Enter the number corresponding to the Hypervisor you are using (2 — VMWare Tools, 3 -
Virtual Box Guest Additions) and press Enter. Information about available packages is
displayed. If a new package is available, enter y and press Enter at the "Would you like to
install the package" prompt. The package will automatically be downloaded from the OV
Repository and installed (this may take several minutes). When the "Installation Complete”
messaged is displayed, press Enter to continue. Press Enter again to restart the Virtual
Appliance.

Note: The option for Virtual Box Guest tools is for test/experimental purposes only and is not
officially supported.

Convert to Cluster

Enter 12 and press Enter to convert the Node to a Cluster (High-Availability) Installation. This
command prepares the VM to be configured in a Cluster configuration. After selecting this
option and confirming the operation, the VM will reboot. When the reboot is complete, log into
the VM to complete the conversion.

(=) Type your option: 12

OV will restart if you continue.

Backing up this OV installation before continue iz strongly recommended.

fire you sure want to proceed converting to cluster?lyinl (n):

See Converting to a High-Availability Installation for detailed instructions on configuring a High-
Availability installation.

Join Cluster

Enter 13 and press Enter to have this VM join in a Cluster (High-Availability) Installation. After
selecting this option and confirming the operation, the VM will reboot. When the reboot is
complete, log into the VM to complete the conversion.

fill data on this nod ill be lost and OV will restart if you continue.
Backing up this OU ation before continue is stromgly recommended.

fire you sure want t I joining cluster?lyinl (n):

See Converting to a High-Availability Installation for detailed instructions on configuring a High-
Availability installation.

Troubleshoot

The Troubleshoot command can be used to address an “LDAP Index Generation” Error. The
message indicates that the LDAP Database has been corrupted. Enter 14 and press Enter to
bring up the Troubleshoot Menu. Enter 1 — Fix LDAP: error code 80 — index generation
failed, and press Enter. Enter y and press Enter at the Confirmation Prompt to repair and
recover the LDAP Database. Once the “Success” message is displayed, press Enter to return
to the Virtual Appliance Menu.
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» Troubleshoot
N - o o - - e e o o - - -

LDAF: error code 88 ind generation failed

) Type your option: 1
Please note that LDAP will be restarted.
Do you want to continue [yinl (n): y
Fixed LDAP su ully.
Fr [Enter] to continue

Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OmniVista functions continue following logout.
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Appendix B — Using the HA Virtual Appliance Menu

To access the High-Availability (HA) Virtual Appliance Menu for a VM, launch the Hypervisor
Console. The login prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

The menus are the same for both Nodes in the Cluster. With the exception of the specific
Cluster Menus (Show OV Cluster Status, Configure Cluster and Configure Current Node), any
configurations you perform (e.g., Watchdog commands, Upgrade/Backup/Restore commands)
are executed on the Node you are logged into.

CentDS Linux 7 (Core)
3.18.8-957.el?.x06_64 on an x06_64

Product Name: Alcatel-Lucent Enterprise DmniVista 2588 NMS 4.4RZ GA

juild Number: 47

--2 alcatel

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

# The HA UVirtwal Appliance Menu
# [1]1 Help
[£]

Conf ig ent Node
[51 Run Watc nd
[6]1 Upgrade-Backup-Restore UA

[?] Logging

[8]1 Setup Optional Tools
[9]1 fAdvance Mode

[18] Power Off

[11]1 Reboot

[B] Log Ou

The HA Virtual Appliance Menu provides the following options:

e 1—Help
e 2 —Show OV Cluster Status
e 3 — Configure Cluster

e 4 — Configure Current Node

e 5 —Run Watchdog Command

e 6 — Upgrade/Backup/Restore VA
e 7 —1logging

e 8 — Setup Optional Tools

e 9 -— Advanced Mode
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e 10— Power Off
e 11— Reboot
o 0-—LogOut
For information on these menu options, refer to the sections below.

Help
Enter 1 and press Enter to bring up help for the HA Virtual Appliance Menu.

Show OV Cluster Status

The Cluster Status Screen displays information about the High-Availability Cluster, including
Node IP address, Role, and Status. The status will display and the HA Virtual Appliance Menu
will return.

Active O

The data sync status indicates whether the data between two nodes is in sync. If it is, the field
will indicate “Up to Date”. If it is in the process of syncing, a progress will be displayed as a
percentage. The speed of a data sync depends on the amount of data and the network speed
between the two Nodes.

Important Note: If a data sync is in progress, it is highly recommended to wait for a data
sync to complete before doing performing any configuration on a Node.

Configure Cluster

Enter 3 and press Enter to configure the Cluster. The settings you configure in this menu are
applied to both Nodes in the Cluster. Note that Cluster settings (Menu ltems 3 — 8) can only be
configured on the Active Node.

# Conf igure Cluster
LERERERERLEEREELELEREREERERRLRE]
# [1]1 Help

. lis

nformat ion

The following options are available:
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1—Help
2 — Display Cluster Configuration

3 — Configure Cluster IP

4 — Configure Captive Portal Virtual IP

5 — Configure Captive Portal Virtual IPv6

6 — Configure Additional OV Web Virtual IP
7 — Remove Peer Node From Cluster

8 — Configure OV Web Ports

9 — Configure Portal Web Ports

10 — Configure OV SSL Certificate

11 — Enable/Disable AP SSL Authentication
12 - Configure FTP Password

13 — Configure Login Authentication Server
14 — Preferred Active Node

15 — Manual Failover

16 — Cluster Error Check

17 - Configure Peer Node's Information

18 — Enable Maintenance Mode
0 — Exit

Help

Enter 1 and press Enter to bring up help for the Configure Cluster Menu.

Display Cluster Configuration

Enter 2 and press Enter to view information about the Cluster, including Node information,
HTTP/HTTPS port information and proxy information.

T R R e e L R R R

w Cluster Configuration "
er name: o
ual IF
ve FPortal L
( we Portal Ui i M,
Additional OV Web Virtual IP: (¢

nt node IP: 18.2°

nt node hos

node IF: 1

node hos .
urrent Preferred

8
U Web HTTPS Port: 443

aptive Portal Web HTTP P
aptive Portal Web HTTFPS
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Configure Cluster IP

Enter 3 and press Enter to configure the Cluster IP address and subnet. You will be prompted
to restart services for the change to take effect. Note that if you reconfigure the Cluster IP
address you will have to make the applicable network updates. The Cluster IP is only applicable
for a Layer 2 HA Configuration.

IP Addr

[2] Re-conf igure Cluster IP
[8] Exit

To change an existing Cluster IP address, enter 2 and press Enter to re-configure the new
address. The new IP address must be on the same subnet as the Nodes.

It is not recommended to disable the Cluster IP address. However, you can disable the Cluster
IP address if you do not want to access the Cluster using this IP address. Enter 1 — Disable
Cluster IP Address and press Enter to disable the Cluster IP address. When you disable the
Cluster IP address, the Virtual Captive Portal IP and Virtual Additional Web OV IP (if configured)
are also disabled.

After disabling the Cluster IP address, you must access OmniVista using the physical IP
address of the Active Node. After disabling the Cluster IP address, you can re-enable it and re-
configure the Cluster IP address. The new IP address must be on the same subnet as the
Nodes.

Configure Captive Portal Virtual IP

Enter 4 and press Enter to configure the Captive Portal Virtual IP address. Note that if you
reconfigure the Captive Portal Virtual IP address you will have to make the applicable network
updates. Captive Portal Virtual IP is only applicable for a Layer 2 HA Configuration.

Conf igure al Virtual IP
[1] Disabl ptive Portal Virtual IP
[2]1 Re-conf igu Captive Portal Wirtual IP

[A] Exit

If you are not using Captive Portal in your Cluster, you can enable and configure it. To create a
new Captive Portal Virtual IP address, enter 1 — Enable Captive Portal Virtual IP and press
Enter. Enter the Virtual Captive Portal IP address. Note that the Captive Portal Virtual IP
address must be on the same subnet as the current Cluster IP address.

If you are using Captive Portal in your Cluster, you can change the existing Captive Portal
Virtual IP address, by entering 2 — Re-configure Captive Portal Virtual IP and press Enter to
configure the new address. You will be prompted to restart services for the change to take
effect. The new Captive Portal Virtual IP address must be on the same subnet as the previous
address.

To disable and existing Captive Portal IP address in a Cluster, enter 1 - Disable Captive Portal
Virtual IP and press Enter. You will be prompted to restart services for the change to take
effect. You can also re-enable and re-configure the Captive Portal Virtual IP address after
disabling it.
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Configure Captive Portal Virtual IPv6

Enter 5 and press Enter to configure the Captive Portal Virtual IPv6 address. You will be
prompted to restart services for the change to take effect. Note that if you reconfigure the
Captive Portal Virtual IPv6 address you will have to make the applicable network updates.
Captive Portal Virtual IPv6 is only applicable for a Layer 2 HA Configuration.

[1]1 Enable
[A] Exit

To create a new Captive Portal Virtual IPv6 address, enter 1 — Enable Captive Portal Virtual
IPv6 and press Enter. To change an existing Captive Portal Virtual IPv6 address, enter 2 — Re-
configure Captive Portal Virtual IPv6 and press Enter to configure the new address. The new
Captive Portal Virtual IPv6 address must be on the same subnet as the previous address.

To disable and existing Captive Portal IPv6 address, enter 1 - Disable Captive Portal Virtual
IP and press Enter. You will be prompted to restart services for the change to take effect. You
can also re-enable and re-configure the Captive Portal Virtual IPv6 address after disabling it.

Configure Additional OV Web Virtual IP

Enter 6 and press Enter to configure an Additional OV Web Virtual IP to access the OmniVista
Ul. You will be prompted to restart services for the change to take effect. The Additional OV
Web Virtual IP is only applicable for a Layer 2 HA Configuration.

Conf igure Additional OV Web UVirtwal IP

To create a new Additional OV Web Virtual IP, enter 1 — Enable Additional OV Web Virtual IP
and press Enter. The Additional OV Web Virtual IP must be on the same subnet as the current
static Additional OV Web IP. If no static Additional OV Web Virtual IP is configured, you will not
be able to configure an Additional OV Web Virtual IP.

To change an existing Additional OV Web Virtual IP, enter 2 — Re-configure Additional OV
Web Virtual IP and press Enter to configure the new address. The new Additional OV Web
Virtual IP address must be on the same subnet as the previous address.

To disable an Additional OV Web Virtual IP, enter 1 - Disable Additional OV Web Virtual IP.

Remove Peer Node From Cluster

Enter 7, press Enter, then enter y and press Enter at the Confirmation Prompt to remove the
Peer Node from the Cluster. The process can take several minutes. When it is complete, a
Confirmation Message will appear. Press Enter to return to the Configure Cluster Menu.

Note that this command can only be issued on the Active Node. This command is generally
used if there is a problem with the Standby Node and you wish to permanently remove it. Once
the Node is removed from the Cluster, it is essentially unusable. You cannot connect to it via a
browser and it retains the HA Menu, so you cannot have it join another Cluster. However, you
can have another Node join the Active Node in a new Cluster Configuration.
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Configure OV Web Ports

Enter 8 and press Enter to configure the OmniVista Web HTTP/HTTPS ports. At the prompts,
enter the IPv4 |IP address and subnet mask; enter y and press Enter at the confirmation prompt,
then press Enter to continue. At the prompts, enter the HTTP Port and the HTTPs Port
(Defaults = HTTP - 80, HTTPS - 443). Enter y and press Enter at the confirmation prompt.

You will be prompted to restart the Watchdog Service for the change to take effect. Note that
new port values must be unique (i.e., they must differ from any previously-configured ports).

S L L e T R ey

¥ Conf igure 0U FPor

puld you like to co

OV Web HTTP
OV Web HTTPS P
[yinl (yl:
e conf iguration
Press [Enter] to c

Configure Portal Web Ports

Enter 9 and press Enter to configure the Portal Web Ports. Enter the Captive Portal HTTP and
HTTPs port numbers. Press Enter to continue. You will be prompted to restart services for the
change to take effect.

Note: The default Captive Portal FQDN is "ov2500-upam-cportal.al-enterprise.com". If you
want to replace it with your own FQDN you must:
1. Log into the OmniVista Ul.

2. Go to the UPAM — Captive Portal Certificates page (U PAM — Settings — Captive Portal
Certificates).

e Create a Custom Certificate.
e Activate the Certificate.

R R R e

TF port [BB]:
HTTPS port [4431:
ould you 1 +
Cap - eh * port: 86

Captive Po
[yinl (y):
he conf iguration
Fress [Enter] to

Configure OV SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is
“keys”.

e SFTP User: cliadmin
e SFTP Password: <password when deploying VA>
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e SFTP Port: 22
1. Enter 10 and press Enter.

2. Choose a certificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.

e e e e S S S S S S S S S S S S S S S S S S S S S S S e S S S e S S S S S S S S S S S S S S S S S S S S e S S S 2 5
Update Omnillista Web Server 35L certificate

Available certificate(s)

[1] ov_server.crt
[B] Exit

(+) Type your option: 1
puld you like to use this certificate?
[1] ov_server.crt

[yinl nd: y

fAivailable private key(s)

[1]1 ov_server.key
[A]1 Exit

(=) Type your option: 1

puld you like to wuse this private key?
[1]1 ov_server.key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 11 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.

Configure FTP Password

Enter 10 and press Enter to configure an FTP password for the Node. At the prompt, enter the
old password, then enter and confirm the new password. You will be prompted to restart
services for the change to take effect.

Configure Login Authentication Server

Enter 13 and press Enter to view/change the OmniVista Login Authentication Server.

[1]1 Help

[Z] Current Login A
[3]1 Change Login fut £ 0 rver to local
[A] Exit
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Preferred Active Node

Enter 14 and press Enter to change the preferred Active Node. The Preferred Active Node is
the Node that will be set following a system failure. When the system returns, the Preferred
Active Node will be the Active Node when the system returns.

Select 1 to clear the current Active Node. This will remove the current Preferred Active Node
setting, meaning there will be no Preferred Active Node in the case of a system failure. If no
Preferred Active Node is set, the system will decide on the Active Node following a system
failure. By default, no Preferred Active Node is set.

Select 2 or 3 to change the current Active Node. Enter y and press Enter at the Confirmation
Prompt to clear the current Preferred Active Node and set the new one.

L L L T T T T e e

[1] Clear
[Z2]1 Set Pr

[A] Exit
(%) Type your option:

Manual Failover

Enter 15 and press Enter to manually initiate a failover to the Inactive Node. The current

Inactive Node will become the Active Node. The process can take several minutes. After the
failover is complete, the services on the Standby Node will be running. The previously Active
Node will now be the Standby Node (with the upam, radius, and nginx services “Stopped”). A
Banner will appear at the top of the Ul warning that a “Communication Failure” has occurred.

e |If you are using a Layer 2 Configuration, you can access OmniVista using the same
Cluster IP address.

e |If you are using a Layer 3 Configuration, the banner will contain a link to connect to the
new Active Node, as shown below.

#Home &admin  THelp  WNVideos @About  beLoebul

NETWORK =  CONFIGURATION = UNIFIED ACCESS = SECURITY = ADMINISTRATOR >  WLAN=  UPAM ™

A communication Failure with OmniVista 2500 Server. Please click here to redirect to other system

£ LI O R
Cluster Error Check

Enter 16 and press Enter to bring up the Check Cluster Error Menu.

P - oo

= Check Cl

» inconsistent between noc - f issue
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Configure Peer Node’s Information

Enter 17 and press Enter to change the IP address and Hostname (maximum of 15 characters)
of the Peer Node. It is not recommended to re-configure the Peer Node once a cluster is
initialized. If you change the configuration, you must take a backup of OmniVista and contact
Customer Support to re-configure the Cluster.

Enable Maintenance Mode

Enter 18 and press Enter to enable Maintenance Mode to perform an upgrade/disk extension
on the VMs (Node 1 and Node 2). You only have to execute the command on one of the nodes.
It will then be enabled on both Nodes.

Exit

Enter 0 and press Enter to exit to the Configure Cluster Menu and return to the HA Virtual
Appliance Menu.

Configure Current Node

Enter 4 and press Enter to configure the Current Node (the Node that you are logged into).

L ]

w Conf igure Current Node

LERELERLEREREEEELEEEREEEEEEEEREEEEEEERE LR L LEEELELELELELELELELELELELEREEREREELERLRERERERERLEERERERELEREEELELELE LR NN
w [1]1 Help

[2]1 Di Node Conf iguration

[31 I ateway

The following options are available:

1—Help
2 — Display Current Node Configuration

3 — Configure Default Gateway
4 — Configure DNS Server

5 — Configure Timezone

6 — Configure Route

7 — Configure Keyboard Layout
8 — Configure NTP Client
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9 — Configure Proxy

10 — Configure Screen Resolution

11 — Configure “cliadmin” Password

12 — Configure “root” Secret Text
13 — Enable/Disable Admin SSH
14 — Configure Mongodb Password

15 — Configure IPs and Ports

16 — Configure Host Name
17 — Extend Data Partitions
18 — Configure Network Size
0 — Exit

Help
Enter 1 and press Enter to bring up help for the Configure Current Node Menu.

Display Current Node Configuration

Enter 2 and press Enter to display the configuration for the Node.

2588 NMS 4.4R1 G

lvdata LUH
luwdata 1

(Free) Space: 188G
etwork Size: Low (lower than 588) devices
DNS Server: DNS i
Keyboard Layout: us

Proxy Status: Enabled
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Configure Default Gateway

1. Enter 3 and press Enter to configure default gateway settings.

ould you ]ike_

default g
[yinl (yl:

2. Enter an IPv4 default gateway.

3. Press Enter to confirm the settings. You will be prompted to restart services. Press Enter.

Configure DNS Server
1. Enter 4 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

* Conf igure DNS Server ,

L L R T s p d B g s g p s S L g S

ould you like t
(=) Please inp

Note: If n (No) is selected, all DNS Servers will be disabled. If y is selected, after DNS
servers are set, you may be prompted to restart ovclient service if it was already running.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You will be prompted to restart the OV Client Service for the change to
take effect.

Configure Timezone

1. Enter 5 and press Enter to begin setting up the timezone.

will be shown (press [gl to exit view mode)

2. Press Enter to display timezones.
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Africa-Abid jan
Africa-Accra
Africa-Addis_Ababa
AfricarsAlgiers
Africa-Asmara

~a.~Khartoum
a-Ki

3. Press Enter to scroll through the list. After locating your timezone, press q and enter your
timezone at the prompt (e.g., America/Los_Angeles). Then press Enter to set the timezone and
return to the Configure Current Node Menu.

icasLa_Paz
a~Lima

Los_fingeles]: America-Los_fingeles
ould you like to

timezo

J[yinl (yl):
JThe conf iguration h
[Press [Enter] to co

You can verify the change using the (2) Display Current Node Configuration command.

Configure Route
1. If you want to add a static route from the VM to another network enter 6 and press Enter.

2. Add an IPv4 route by entering 3 at the command prompt.
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oo oo oo 0000000 oo oo oo o000 oo oo oo

Conf igure Rol

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Keyboard Layout

1. Enter 7 and press Enter to specify a keyboard layout.

Press [Enter] to continue

2. Press Enter to see the list of keyboard layouts.

3. Enter q and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter.

Flease input keybo layout [us]:

The table below lists all supported keyboard layouts.

amiga-de amiga-us atari-uk-falcon atari-se

atari-us atari-de pt-olpc es-olpc

sg-latin1 hu sg fr_CH
de-latin1-nodeadkeys fr_CH-latin1 de-latin1 de_CHe-latin1
cz-us-qgwertz sg-latin1-1k450 croat slovene
sk-prog-qwertz sk-qwertz de cz

wangbe wangbe?2 fr-latin9 fr-old

azerty fr fr-pc be-latin1

fr-latinO fr-latin1 tr_f-latinb trf-fgGlod
backspace ctrl applkey keypad

euro2 euro euro1 windowkeys
unicode se-latin1 cz-cp1250 il-heb
ttwin_cplk-UTF-8 pt-latin1 ru4 ruwin_ct_sh-CP1251
ruwin_alt-KOI8-R no-latin1 pl1 cz-lat2

ni2 mk es-cp850 bg-cp855

by uk pl ua-cp1251
pt-latin9 sk-qwerty se-lat6 bg_bds-cp1251
ruwin_cplk-UTF-8 br-abnt la-latin1 sr-cy
ruwin_ctrl-CP1251 ua dk ru-yawerty
mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap_V1.0
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se-fi-laté ruwin_ctrl-UTF-8 ro fi
sk-prog-qwerty trq fi-latin9 ar
rud us ruwin_ct_sh-KOI8-R nl
ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8
it-ibm il by-cp1251 it
emacs fi-latin1 pc110 bg_bds-utf8
tralt defkeymap bg_pho-utf8 ua-ws
cf hu101 bg_pho-cp1251 se-ir209
ttwin_ctrl-UTF-8 cz-lat2-prog br-latin1-us mk-utf
cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rut
ruwin_ctrl-KOI8-R ru-ms no us-acentos
pl2 sv-latin1 br-latin1-abnt2 et
ru-cp1251 ruwin_alt-CP1251 ru it2
It.14 ua-utf bywin-cp1251 bg-cp1251
ru_win emacs2 dk-latin1 kazakh
br-abnt2 es pl4 mkO
is-latin1 is-latin1-us il-phonetic fi-old
et-nodeadkeys jp106 It ru2
ruwin_ct_sh-UTF-8 pt se-fi-ir209 gr-pc
It.baltic tr_g-latins pl3 ua-utf-ws
bashkir no-dvorak dvorak-r dvorak
ANSI-dvorak dvorak-| mac-euro mac-euro2
mac-fr_CH-latin1 mac-us mac-de-latin1 mac-be
mac-es mac-pl mac-se mac-dvorak
mac-fi-latin1 mac-template mac-dk-latin1 mac-de-latin1-
nodeadkeys
mac-fr mac-pt-latin1 mac-uk mac-it
mac-de_CH sunt4-no-latin1 sunt5-cz-us sundvorak
sunt5-de-latin1 sunt5-us-cz sunt5-es sunt4-fi-latin1
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latin1 sunt5-fi-latin1 sun-pl-altgraph

4. Press Enter to return to the Configure The Configure Current Node Menu.

Configure NTP Client

1. Enter 8 and press Enter to configure an NTP Server.

2. Enter 2 and press Enter.
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3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure
Current Node Menu. You can enable the server when you create it, or enable it at a later time
using option 5.

Configure Proxy

OmniVista makes an HTTPS connection to the OmniVista External Repository for upgrade
software, Application Visibility Signature Files, and ProActive Lifecycle Management (PALM). If
the OmniVista Server has a direct connection to the Internet, a Proxy is not required. Otherwise,
a Proxy should be configured to enable OmniVista to connect to these external sites (Port 443):

o ALE Central Repository - ovrepo.fluentnetworking.com

e AV Repository - ep1.fluentnetworking.com

e PALM - palm.enterprise.al-enterprise.com

e Call Home Backend - us.fluentnetworking.com

o Device Fingerprinting Service - api.fingerbank.org

¢ Web Content Filtering - api.bcti.brightcloud.com.

1. Enter 9 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and press
Enter to configure a Proxy Server.

Conf igure Pro:

2. If a proxy has already been configured, the current configuration is displayed. Enter the Proxy
Server IP address, along with the port (e.g., 8080).

Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.
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Change Screen Resolution

1. Enter 10 and press Enter to configure the VA screen resolution.

Change scre

[1]1 BBABxHBA

[2]1 1RZ4x768
[B]1 Exit

(%) Type your o

2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.

Configure “cliadmin” Password
Enter 11 and press Enter to change the “cliadmin” password for the Node VM. At the prompt,
enter the new password and press Enter. Re-enter the password and press Enter.

ou must remember the new passwords in order to manage the Virtuwal fippliance and OmniVista.
Length of new password must be >= 8 and <= 38 characters
Enter new password:

Retype password:

Changing password for user cliadmin.
passwd: all anthentication tokens updated successfully.

Configure “root” Secret Text

Enter 12 and press Enter to change the password of the “root” user of the VA. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Enable/Disable Admin SSH

Enter 13 and press Enter to enable/disable OmniVista Admin SSH. If enabled, you can log into
the OmniVista VM via SSH. If disabled, you can only log in using the Hypervisor Console.
Admin SSH is enabled by default.

Configure Mongodb Password

Enter 14 and press Enter to change the Mongodb password. You have two options when
changing the mongo database password.

ouw must remember the new passwords in order to manage the Mongodb.
Press [Enter] to continue

ould you like to

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.
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Configure IPs and Ports

Enter 15 and press Enter to change the IP address and ports of the current Node. It is not
recommended that you change the configuration of the Cluster once it has been initialized. If a
Cluster has already been initialized, you must take a backup of OmniVista and contact
Customer Support to re-configure the Cluster.

Configure Hostname

Enter 16 and press Enter to change the Hostname of the current Node (maximum of 15
characters).

Extend Data Partitions

Enter 17 and press Enter to add an additional hard disk and extend the current data partitions.
By default, OmniVista is partitioned as follows: HDD1:50GB and HDD2:512GB. If you are
managing more than 500 devices, it is recommended that you increase the provisioned hard
disk.

Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA RAM, HDD
Provisioning) is adequate for the number of devices you are managing; and make sure the
appropriate memory and disk space for the selected network size have been allocated to the
OmniVista VA. Insufficient memory or disk space for the chosen network size may cause OV
instability. OmniVista will not allow you to configure a network size that cannot be supported by
the VA configuration. For example, if you allocate 20GB of memory for the OmniVista VA,
OmniVista will only allow you to configure a Low network size (fewer than 500 devices). Refer to
Recommended System Configurations for details. Follow the steps below to Extend the Data
Partition.

Note: If you have a KVM deployment, when adding new storage, select Bus Type = SATA
for new storage in KVM Settings. OmniVista only supports new storage in the SATA format.

Extending the Data Partition

1. Shut down OmniVista Services on the Active Node:

e On the main HA Virtual Appliance Menu, select 5 — Run Watchdog Command,
then select 9— Shutdown Watchdog. Stop All Services. Wait for all services and
Watchdog to shut down.

2. Shut down OmniVista Services on the Standby Node:

e On the main HA Virtual Appliance Menu, select 5 - Run Watchdog Command,
then select 9 - Shutdown Watchdog. Wait for all services and Watchdog to shut
down.

3. Take a VM Snapshot of the Active Node VM or use the OmniVista Backup Command in
the Virtual Appliance Menu.

e To perform a backup, go to the main Virtual Appliance Menu, select 6 —
Upgrade/Backup/ Restore VA, select 7 — Backup/Restore OmniVista 2500 NMS
Data, then select 3 — Backup Now.

4. Take a VM Snapshot of the Standby Node VM or use the OmniVista Backup Command
in the Virtual Appliance Menu.
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e To perform a backup, go to the main Virtual Appliance Menu, select 6 —
Upgrade/Backup/ Restore VA, select 7 — Backup/Restore OmniVista 2500 NMS
Data, then select 3 — Backup Now.
Power off the Active Node from the HA Virtual Appliance console. Wait until the VM is
completely powered off.

e On the main HA Virtual Appliance Menu, select 10 — Power Off.
Power off the Standby Node from the HA Virtual Appliance console. Wait until the VM is
completely powered off.

e On the main HA Virtual Appliance Menu, select 10 — Power Off.
Add new virtual disks for additional disk space from the hypervisor for both the Active
and Standby Nodes. Note that editing the size of existing virtual disks is not supported.

Power on the Active Node using the hypervisor menu option. Wait for all services to
come up.

Power on the Standby Node using the hypervisor menu option. Wait for all services to
come up.

Enable Maintenance Mode on the Active Node. (Note that if you are already in
Maintenance Mode, for example, you are in the process of upgrading, this step is not
necessary.)

e On the main HA Virtual Appliance Menu, select 3 — Configure Cluster, then select 18
— Enable Maintenance Mode.

Extend the disk on both the Active and Standby Nodes. Note that after extending the
disk on the Active Node, you will be prompted to extend the disk on the Standby Node.

e On the main HA Virtual Appliance Menu, select 4 - Configure Current Node, then
select 17 — Extend Partitions. Select “OmniVista Data Partition” for the Logical
Volume Type.

Disable Maintenance Mode on the Active Node:

e On the main HA Virtual Appliance Menu, select 3 — Configure Cluster Menu, then
select 18 — Disable Maintenance Mode. After you disable Maintenance Mode, the
two nodes will sync. This can take 10 — 20 minutes.

Notes:
1. Do not power off or reset the VMs until the operation completes.

2. Always power off VM nodes using the HA Virtual Appliance Menu option.

3. The following error message appears after the node is powered off from the Virtual
Appliance Menu (after Shutdown Watchdog):

while retrieving MBean of type com.alu.ov.ngnms.nms.watchdog.jmx.WatchdogServiceMBean

Configure Network Size

Enter 18 and press Enter to configure the Node memory settings. Select an option (e.g., Low,
Medium, High, Very High) based on the number of devices being managed and press Enter.
Enter y and press Enter at the confirmation prompt. You will be prompted to restart the
Watchdog Service for the change to take effect.
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ke k3 e E

Low (lower

Medium (5BE

High (ZB8B-5

Uery High (5€

Exit

Type your option: _

Exit

Enter 0 and press Enter to exit to the Configure Current Node Menu and return to the HA Virtual
Appliance Menu.

Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OmniVista. If
you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a service that these
services depend on, the web server will shut down, and you will have to restart the service
manually. You will receive a warning prompt whenever you try to shut down one of these
services.

To access the Watchdog CLI Command Menu, enter 5 at the command prompt.

R R R R R R R R R R R R R R R R R R R ]

# Run Watchdog Command

Services

The following options are available:

o Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

o Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

e Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

e Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.
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o Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

o Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).

e Start Watchdog - Starts the Watchdog Service, which starts all services.
¢ Shutdown Watchdog - Stops the Watchdog Service, which stops all services.

¢ Choose Service Profile - Used to save memory if certain services are not required for
your network (e.g., you are not using Stellar APs in your network or you are not using
the Application Visibility application). Note that when you change a service profile, all
Watchdog Services will be restarted.

e 1 - All Features (Default) - All services are started.

e 2 -No Stellar, No UPAM - Services required for Stellar APs and UPAM will not be
started.

¢ 3 -No Application Visibility - Services required for the Application Visibility
application will not be started.

e 4 -No loT - Services required for the loT application will not be started.

e 5-No SFLOW - Services required for the Analytics application (Top N Applications
and Top N Clients) will not be started.

Note: You can select multiple options at the prompt for options 2 through 5 by
entering the number of each option with a space between each number (e.g., 2 4 5)

Upgrade/Backup/Restore VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.

Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

t patch of Current Release, if any)
To Hew R
Enable Re

Conf igure
Conf igure '
Backup-Res

To access the Upgrade VA Menu, enter 6 at the command prompt. The following options are
available:
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To 4.5R3 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

o Download and Upgrade - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available. (If you are using an Offline Repo, this is the only upgrade
option supported. “Download Only” and “Upgrade from a Download Package” are not
supported.)

¢ Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

¢ Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.5R3 (Upgrade to Latest Patch of Current Release, if any”). Note that if a
new version of the current release is available, you will be prompted to install the latest
version of the current release before upgrading to the new release.

Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
OV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [2] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:

¢ Repository Name - User-configured repository name.

e Repository URL - The URL of the custom repository (e.g.,
192.168.70.10/repo/centos). Enter the URL only. There is no need to enter the
“https://” prefix.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.

¢ Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available
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(e.g., RO1 to R02), and do not have the latest R01 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

e Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available. Note that Backup/Restore is only supported on HA
Installations on Release 4.5R1 and later.

Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory with the backup name and the date and time of the backup (<base
name>_<yyyy-MM-dd--HH-mm>.bk). If you do not enter a name, the backup will be
stored as ov2500nms- yyyy-MM-dd--HH-mm>.bk. (e.g., ov2500nms-2018-11-16--16-
21.bk).

Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.

Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.5R3 configuration using a 4.5R3 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.5R3 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP
address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to return the restored system
to its original OV IP address/ports and UPAM IP address/ports.

For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
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address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to change the OV IP
address/ports and UPAM IP address/ports on System B back to their original
configuration.

o View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1”.

Logging

Help
Change Log Lewel

11 1ec Fi

The following options are available:

Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g. 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.

Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2018)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2019_12-04-19.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
time the file was created collected appended to the file name (e.g., jvm -info-02019-10-
15-12-19-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).

Collect Files in Advanced Mode - Collects and archives tcpdump information to a Zip
file in the "chrootadmin" directory with date and time the file was created appended to
the file name (e.g., chrootadmin_10-03-2020-11-02-43.zip). SFTP to the VA using the
"cliadmin" username and password to view the log file (Port 22).

B-23 Part No. 060890-10, Rev. A



OmniVista 2500 NMS 4.8R1 Installation and Upgrade Guide

Set Up Optional Tools

Enter 8, then press Enter to bring up the Setup Optional Tools command set. The Setup
Optional Tools command set is used to install/upgrade Hypervisor Optional Tools Packages.

# Optional Tool Of Supervisors Menu

[11 Help

[2]1 WMware Tools

[3]1 VirtualBox Guest Additions
[A] Exit

(=) Type your option: s_

Enter the number corresponding to the Hypervisor you are using (2 — VMWare Tools, 3 -
Virtual Box Guest Additions) and press Enter. Information about available packages is
displayed. If a new package is available, enter y and press Enter at the "Would you like to
install the package" prompt. The package will automatically be downloaded from the OV
Repository and installed (this may take several minutes). When the "Installation Complete"
messaged is displayed, press Enter to continue. Press Enter again to restart the Virtual
Appliance.

Note: The option for Virtual Box Guest tools is for test/experimental purposes only and is not
officially supported.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 9,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual
Appliance Menu. The following commands are supported:

e /usr/bin/touch

e /usr/bin/mktemp

e /usr/bin/dig

e /usr/bin/cat

e /usr/bin/nslookup

e /usr/bin/which

o /usr/bin/less

e /usr/bin/tail

o /usr/bin/vi

e /usr/bin/tracepath

e /usr/bin/tty

e /usr/bin/systemctl

e /usr/bin/grep

e /usr/bin/egrep

e /usr/bin/fgrep

e /usr/bin/dirname

e /usr/bin/readlink

e /usr/bin/locale
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e /usr/bin/ping

e /usr/bin/traceroute

e /usr/bin/netstat

e /usr/bin/id

e /usr/bin/ls

e /usr/bin/mkdir

e /usr/sbin/ifconfig

e /usr/sbin/route

e /usr/sbin/blkid

e /usr/sbin/sshd-keygen
e /usr/sbin/consoletype
e /usr/sbin/ntpdate

e /usr/sbin/ntpq

e /usr/bin/ntpstat

o /usr/bin/abrt-cli

e /usr/sbin/init

e /usr/sbin/tcpdump

¢ /bin/mountpoint

Power Off

Before powering off the VM, you must stop all services using the Stop All Services option in
the Run Watchdog Command. After all the services are stopped, enter 10 at the command line
to power off the VM. Confirm the power is off by entering y. The power off may take several
minutes to complete.

Note: OmniVista functions stop running following power off. The VM must be powered back
on via the VMware client software and you must log back into the VM via the console.
Reboot

Before rebooting the VM, you must stop all services using the Stop All Services option in the
Run Watchdog Command. After all services are stopped, enter 11 at the command line to
reboot the VM. Confirm reboot by entering y. The reboot may take several minutes to complete.
When rebooted, you will be prompted to log in through the cliadmin user and password prompts.
Note that OmniVista functions continue following reboot.

Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OmniVista functions continue following logout.
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Appendix C — Generating an Evaluation License

An Evaluation License provides full OV 2500 NMS feature functionality but is valid only for 90
Days (starting from the date the license is generated). There is one file that contains all the
Device (AOS, Third-Party, Stellar APs) and Service Licenses (VM, Guest, BYOD). Follow the
steps below to generate an Evaluation License Key.

1. Go to https://Ids.al-enterprise.com/ARB/loadOmniVistaLicGeneration.action.

Alcatel-Lucent @

Enterprise

License Generation - OmniVista 2500 NMS

Customer Number:* @ | |
Order Number:* | |

Customer Email; @ | |

| Clear | | Submit |
Need Help? Check out the video tutorial here User Manual for OmniVista 2500 NMS
e i
Dazkiop compatibility with e w63+ v11+  Terms & Conditions

& 2017, Alcatel-Lucent Enterprize. All rights reserved

2. Complete the fields as described below, then click Submit.

e Customer ID — 99999
e Order Number - evaluation
e Customer Email — Enter your contact email.

A 4-Digit Code will be sent to your e-mail. The following screen will appear.
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Alcatel-Lucent @

Enterprise

License Generation - OmniVista 2500 NMS Authentication

4-Digit Code | |
is sent to your Email:* @

| Resend the code || Submit |

‘e )
Deasktop compatibility with w3+, N7 ¢11+ Terms & Conditions

2 2017, Alcatel-Lucent Enterprize. All rights raservad

3. Enter the 4-Digit Code sent to your e-mail, and click Submit. A Terms and Conditions notice
will display.
|

Alcatel-Lucent @

Enterprise

Terms & Conditions

We want to make the terms of using cur website and online services clear to everyone who uses them.
On this page you will find information about rights, liability, usage and more.

Editor information
Name: ALE International

Place of incorporation: France : Registered with the Companies and Trade Register of Nanterre
(Hauts de Seine)

Legal form (type of company): Société par Actions Simplifié
Registered office address: 32 avenue Kléber, 92700 Colombes, France
Registration n°: RCS Nanterre 602 033 185

Definitions

In addition to terms defined elsewhere in the present Terms of Use, the following terms as used herein
shall have the following meaning:

-

4. Read through the Terms and Conditions. At the bottom of the screen click on the “Accept All
Terms and Conditions” checkbox, and click Accept. The following screen will appear.
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Alcatel-Lucent @

Enterprise

OmniVista 2500 NMS

Customer Number:* @ | 99209 |

Order Number:* @ [EVALUATION |
License:* @ [ EVAL-OVZE00-ALL-TYPE_1 v |
Passcode:* @ | |
| Home | | Submit Entry |
E
Desktop compatibilin with 0 v63+, o v11+  Terms & Conditions

2 12017, Alcatel-Lucent Enterprize. All righrs reserved

Note: Steps 2 - 4 above are only applicable the first time you apply for an Evaluation
License (provide your e-mail ID, complete the security process by entering the 4-digit unique
code, and accept the Terms and Conditions). Once your e-mail ID is verified, if you enter
your e-mail ID again to generate an Evaluation License, you do not have to go through
Steps 2 — 4. After Step 1, the screen above will appear and you can continue to Step 5

below.

5. Complete the fields as described below, then click Submit Entry.

o Customer ID — 99999 (pre-filled)

e Order Number — EVALUATION (pre-filled)
e License — EVAL-OV2500-ALL-TYPE_1 (pre-selected)

e Passcode — omnivista

The following screen will appear.
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Alcatel-Lucent @

Enterprise

OmniVista 2500 NMS License Registration

Site Name:* @ [EVALUATION |
Company Name:* @ | |
Phone: @ | |
Customer Email:* @ | john.Drewster@al—enterpnsn|

| Home | | Clear | | Generate License

2 12017, Alcstel-Lucent Enterprize. All rights rezerved

‘e )
Deskrop compatibiliny with w3+ No¥ 11+ Terms & Conditions

6. Complete the fields as described below, the click Generate License.

e Site Name — EVALUATION (pre-filled)

o Company Name — Company name to be used for the license

e Phone — Contact phone number

e Customer Email — E-mail address to which the license will be sent.

The license will be downloaded to your computer. (The license file will also be e-mailed to the

address you entered in the screen above.)

7. Go to the License — Add/Import License Screen in OmniVista to import the license file you

just downloaded.
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